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FOREWORD 

 

 This AFLCMC Standard Process for Weapon System PPP & SSE is approved for use by all 

Program Executive Officers (PEOs) and programs under AFLCMC. 

 

 To effectively execute the activities of this standard process it is recommended that the user 

have at least a Defense Acquisition University (DAU) Level 2 certification in the required 

functional area (e.g., engineering, program management, etc.) or similar experience level.   

DAU certification standards and required acquisition courses are listed here: 

http://icatalog.dau.mil/onlinecatalog/CareerLvl.aspx# 

 

 Comments, suggestions or questions on this document should be captured on a Comments 

Resolution Matrix (CRM) form and emailed to the AFLCMC/IP Program Protection Team 

(AFLCMC.IPPPP.Workflow@us.af.mil.).  The CRM form is available at 

https://www.milsuite.mil/wiki/USAF_Acquisition_System_Security_Primer.  

 

 Most of the content in the previous version of this Standard Process has been incorporated 
in the USAF Weapon System Program Protection / System Security Engineering Guidebook, 
which is available at:  
https://usaf.dps.mil/:w:/r/sites/CROWS/Shared%20Documents/CROWS%20Products/USAF%
20Weapon%20System%20PP%20and%20SSE%20Guidebook%20v2.0.docx?d=weea95dad584
84c9dace9991ac7e3875e&csf=1&web=1&e=t3wZwd.  Comments related to that guidebook 
should be directed to the Cyber Resiliency Office for Weapon Systems (CROWS) at 
CROWS@us.af.mil.   

  

http://icatalog.dau.mil/onlinecatalog/CareerLvl.aspx
mailto:AFLCMC.IPPPP.Workflow@us.af.mil
https://www.milsuite.mil/wiki/USAF_Acquisition_System_Security_Primer
https://usaf.dps.mil/:w:/r/sites/CROWS/Shared%20Documents/CROWS%20Products/USAF%20Weapon%20System%20PP%20and%20SSE%20Guidebook%20v2.0.docx?d=weea95dad58484c9dace9991ac7e3875e&csf=1&web=1&e=t3wZwd
https://usaf.dps.mil/:w:/r/sites/CROWS/Shared%20Documents/CROWS%20Products/USAF%20Weapon%20System%20PP%20and%20SSE%20Guidebook%20v2.0.docx?d=weea95dad58484c9dace9991ac7e3875e&csf=1&web=1&e=t3wZwd
https://usaf.dps.mil/:w:/r/sites/CROWS/Shared%20Documents/CROWS%20Products/USAF%20Weapon%20System%20PP%20and%20SSE%20Guidebook%20v2.0.docx?d=weea95dad58484c9dace9991ac7e3875e&csf=1&web=1&e=t3wZwd
mailto:CROWS@us.af.mil
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Record of Changes 

Version Effective Date Summary 

1.0 16 Nov 2017 Basic Document; Approved by Standard Process Board on 
16 Nov 2017 

1.0 1 Dec 2018 Adopted by Air Force 

1.0 1 Feb 2019 Integrated changes by Air Force and updated processes 
within AFLCMC   

2.0 19 April 2019 Updates links; incorporates expanded PPP & SSE 
Coordination process; clarifies roles and responsibilities; 
and makes administrative changes. Approved by S&P 
Board on 19 April 2019.   

3.0 16 July 2020 Annual Review; Removed all duplicated commentary that 
is now located and found in the USAF Weapon System 
PP/SSE Guidebook 2.0, 12 March 2020.  Simplified the 
PPP coordination process in accordance with (IAW) the 
aforementioned USAF guidebook and integrated 
AFLCMC/IP additional requirements.  Updated links and 
references.  Cleaned up the acronym listing.  Referenced 
emerging acquisition processes in addition to traditional 
schedules.  Approved by the S&P Board, 16 July 2020.   
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1.0 Description 

1.1 Program protection is the integrating process for managing risks to DoD warfighting capability from 
foreign intelligence collection; hardware, software, and cyber vulnerability or supply chain 
exploitation; and battlefield loss throughout the system life cycle.  The PPP process is required and 
executed iteratively across the acquisition life cycle in order to refine protection measures as the 
system matures.  All new and legacy system programs, regardless of whether they have critical 
program information (CPI), must address mission critical components (CC) and functions as well as 
cybersecurity and cyber resilience, requiring risk management to protect critical technology 
information and capabilities.  IAW AFI 63-101/20-101, Integrated Life Cycle Management, Chapter 6, 
program protection is a multi-functional activity to plan for and integrate holistic security policies and 
practices for AF programs throughout their life cycles.  Note:  Use of the term programs in Chapter 6 
and in this Standard Process is not meant to limit application to acquisition category programs, it may 
be applied to systems, sub-systems, projects, or other acquisition activities.  IAW 63-113, Program 
Protection Planning for Life Cycle Management, paragraph 1.4, all programs are required to perform 
protection planning; to include: ACAT programs, Technology Projects, and Special Access Programs.  
As noted in paragraph 1.4.1, PPP requirements for modifications can be satisfied by updating or 
annexing an existing PPP, creating a PPP for individual modification efforts, or creating a PPP for the 
entire weapon system with provisions for annexes to cover future modifications.     

1.2 The goal is to address program protection early and throughout the system’s life cycle to design in 
security and resiliency as the system design matures.  As such, program protection informs and is 
informed by other aspects of defense acquisition; including contracting, test and evaluation, supply 
chain management, life cycle sustainment and depot management, intelligence, and system 
engineering constraints and decisions.  The program protection process details how program offices 
will consciously address what needs to be protected and applies risk management processes to what 
cannot be adequately protected.  The PPP should be a current and useable reference for 
understanding and managing the full spectrum of programs and systems security activities and 
system design tradeoffs.  Finally, the PPP is updated as the system is developed, program critical 
assets are identified, and as threats or vulnerabilities change (or are better understood).  It remains a 
living document required at Milestones A, B, C, the Development Request for Proposal (RFP) decision 
point, and the Full-Rate Production decision review, as described in DoDI 5000.02T, Operation of the 
Defense Acquisition System and DODI 5000.02, Operation of the Adaptive Acquisition Framework.  It 
is a best practice to report progress to the Program Manager (PM) at each System Engineering 
Technical Review. 

1.3 Figure 1 depicts the complexities of existing policy requirements program offices must currently 
navigate to accomplish program protection and System Security Engineering. 
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Figure 1: Program Protection and Systems Security Engineering Policy 

2.0 Scope 

2.1 The AFLCMC Standard Process for Weapon System PPP & SSE aligns with the USAF Weapon System PP 
and SSE Guidebook. 

2.1.1 Process Flowchart.  The process flowchart previously found in this Standard Process has been 
incorporated into the USAF Weapon System Program Protection / System Security Engineering 
Guidebook.   

2.1.2 Work Breakdown Structure (WBS).  The WBS previously embedded in this Standard Process has 
been incorporated into the USAF Weapon System Program Protection / System Security 
Engineering Guidebook.   

2.1.3 For an updated version of the USAF Weapon System PP/SSE Guidebook v2.0, refer to:   
https://usaf.dps.mil/sites/21259/aflcmc/ppp/ppp%20review/forms/personalview.aspx 

2.2 This process provides program offices with a consolidated, repeatable approach to integrate and 
document PPP and SSE efforts IAW existing DoD, AF and AFLCMC processes.   It applies to all 
acquisition programs and modifications IAW DoDI 5000.02T, Operation of the Defense Acquisition 
System, DODI 5000.02, Operation of the Adaptive Acquisition Framework, and AFI 63-101/20-101, 
Integrated Life Cycle Management.  

2.3 This process also applies to Defense Business Systems (DBS) if designated as a Major Defense 
Acquisition Program (MDAP) and/or considered an “applicable system” IAW DoDI 5200.44, Protection 
of Mission Critical Functions to Achieve Trusted Systems and Networks (TSN).  NOTE:  DBS will follow 
the guidance provided in DoDI 5000.75, Business Systems Requirements and Acquisitions and AFMAN 

https://usaf.dps.mil/sites/21259/aflcmc/ppp/ppp%20review/forms/personalview.aspx
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63-144, Defense Business System Life Cycle Management if not designated as an MDAP or “applicable 
system”. 

2.4 This process is required for all Acquisition Category (ACAT) programs beginning at Milestone (MS) A 
and every subsequent Milestone Decision including Full-Rate Production.  IAW AFI 63-101/20-101, 
Integrated Life Cycle Management, at a minimum, review the PPP every five (5) years congruent with 
Life Cycle Sustainment Plan updates; however, the PPP process shall be reviewed during each System 
Engineering Technical Review and all major milestone events to assess updates to CPI/CC, security 
risks, and mitigations with updates recorded in the PPP.  The PPP is approved by the Milestone 
Decision Authority (MDA).  An approved PPP is also included as supporting documentation in the 
attachment section of the Information Support Plan (ISP).  For programs with the Defense Acquisition 
Executive (DAE) as the MDA, refer to USAF Program Protection / Systems Security Engineering 
Guidebook coordination and approval section.  See section 4.1 for more detail on the routing 
process.   

2.5 Legacy system or modification programs can satisfy PPP requirements by updating or annexing the 
existing PPP, or by creating a separate PPP for legacy systems or modification.     
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3.0 Entry and Exit Criteria for Program Protection Planning 

3.1 Entry Criteria 

3.1.1 A draft PPP (approved by the PM, PEO and Component Acquisition Executive (CAE)/DAE)) is 
due for the Development RFP decision.   

3.1.2 The PPP will be submitted for MDA approval at each milestone review, beginning with MS A.  

For programs with the DAE as the MDA, PPPs will be submitted to the Deputy Assistant 
Secretary of Defense (Systems Engineering) (DASD(SE)) not less than 45 calendar days prior 
to the relevant review.  Note:  IAW with Table 2 in Enclosure 1 of DoDI 5000.02T, Operation of 
the Defense Acquisition System, the DAE may delegate authority to act as the MDA to the head 
of a DoD Component, who may further delegate the authority to the CAE. 

3.1.3 Program protection continues throughout the system lifecycle.  For MS B, the DoD Component-

approved draft PPP will be provided to the DASD(SE) 45 days prior to the Development RFP 

Release Decision Point.  Note: It is recommended to update the PPP for each System 

Engineering Technical Review (SETR), and as often as required after the updated analyses have 

been conducted to support submission at milestone decisions.    

3.1.4 The PPP will be routed to AFLCMC/IP along with all Annexes, and copies of DD Form 254s for 
review as identified in Table 1 below.  

3.1.5 PMs will submit the program’s Cybersecurity Strategy as an appendix of every PPP.   

3.1.6 Submit an Anti-Tamper (AT) concept before MS A and AT plans before MS B and MS C; the DoD 
AT Executive Agent (ATEA) must concur with the concept and plans, and the MDA must 
approve the concept and plans as an element of the PPP.   

3.2 Exit Criteria 

3.2.1 After the full rate production or full deployment decision, the PPP will transition to the PM 
responsible for system sustainment and disposal. 

3.2.2 The exit criteria for PPP is the decommissioning or disposal of a system.  The PPP should have a 
demilitarization or decommissioning Annex detailing this requirement. 

3.3 MS and Phase Information Requirements Table 1. (IAW DoDI 5000.02T, Operation of the Defense 
Acquisition System, Table 3). 

3.4 IAW DoDI 5000.02, Operation of the Adaptive Acquisition Framework; PMs will develop an acquisition 
strategy for MDA approval that matches the acquisition pathway (see Figure 1) processes, reviews, 
documents, and metrics to the character and risk of the capability being acquired.  Refer to DoDI 
5000.02, Operation of the Adaptive Acquisition Framework, paragraphs 4.2 for a detailed explanation 
of the AAF pathways depicted in Figure 1.  Use the links provided at paragraph 4.3 for additional 
policy and purpose of each pathway.   
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Table 1:  Milestone and Phase Information Requirements 

Information 
Requirement 
 

Program Type1 Life-Cycle Event1,2,3 

Source Approval 
Authority 

MDAP 
 

MAIS ACAT MD
D 

MS 
A 

CDD 
Val 

Dev 
RFP 
Rel 

MS 
B 

MS 
C 

FRP
/FD 
Dec 

Other 
II < or =           

  III 

Program 
Protection 
Plan (PPP) 

X X X X  X  * * * *  
DoDI 5200.39 (Ref (ai)) 
DoDI 5200.44 (Ref (aj)) 
Para 13a in Enc 3, of 
DoDI 5200.02T 

MDA 

Regulatory.  A draft4 update is due for the Development RFP Release decision and is approved at Milestone B.  The PPP includes appropriate appendixes or links to required information.  See 
section 13 in Enclosure 3, of DoDI 5200.02T. 

Cybersecurity 
Strategy 

X X X X  X  * * * *  
SEC 811, PL 106-398 
(Ref (q)) 
40 USC 11312 (Ref (p)) 
DoDI 8500.01 (Ref (x)) 

DoD CIO; 
Component 

CIO 
STATUTORY for mission critical or mission essential IT systems. Regulatory for all other programs containing IT, including NSS. See section 6 of Enclosure 11 and Enclosure 13. The 
CYBERSECURITY STRATEGY is an appendix to the Program Protection Plan (PPP). A draft4 update is due for the Development RFP Release and is approved at Milestone B. May include the 
approved DoD Risk Management Framework Security Plan for urgent needs. The DoD CIO is approval authority for ACAT ID and all ACAT IA programs; the Component CIO is approval 
authority for all other ACATs. 

Table Notes:  
1. An (X) in a cell indicates the specific applicability of the requirement to program 
type and life-cycle event, and represents the initial submission requirement. Moving 
right across a row, an asterisk (*) indicates the requirement for updated information.  
2. All of the “Life-Cycle Events” will not necessarily apply to all “Program Types.”  
3. Unless otherwise specified when discussed in this instruction, documentation for 
identified events will be submitted no later than 45 calendar days before the planned 
review. 
 

4. Requires a Program Manager-, PEO-, and CAE-approved draft. 
5. Information requirements that have been finalized and approved by the responsible 
authority in support of the Development RFP Release Decision Point do not have to be re-
submitted prior to Milestone B unless changes have occurred. In that case, updated documents 
will be provided. 
6. Incrementally Deployed Software Intensive Programs (Model #3) do not have a Milestone C 
and consequently are not required to satisfy the Table 3 requirements associated with that 
milestone. 

 

Figure 1:  Adaptive Acquisition Framework (AAF) 
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4.0 Program Protection Plan Coordination and Approval  

4.1 PPP Coordination and Approval

Table 2:  PPP Coordination and Approval 

Milestone Decision 
Authority 

Coordination 

Defense Acquisition 
Executive (DAE) 

1. Route the draft PPP for review/coordination internally IAW PEO/Directorate 
requirements.  

2. Coordinate an initial/informal review of the PPP with AFLCMC/IP.  Load PPP to:   
https://usaf.dps.mil/sites/21259/aflcmc/ppp/ppp%20review/forms/personalview.aspx for 
review. 

3. Refer to the USAF Weapon System Program Protection / Systems Security Engineering 
Guidebook, Table 1: PPP Coordination and Approval, for specific routing for the Air Staff, 
through SAF/AQR and DASD/SE.   

Component 
Acquisition Executive 
(CAE)  

1. Route the draft PPP for review/coordination internally IAW PEO/Directorate 
requirements.   

2. Coordinate an initial/informal review of the PPP with AFLCMC/IP.  Load PPP to:  
https://usaf.dps.mil/sites/21259/aflcmc/ppp/ppp%20review/forms/personalview.aspx for 
review. 

3. Refer to the USAF Weapon System Program Protection / Systems Security Engineering 
Guidebook, Table 1:  PPP Coordination and Approval, for specific routing for the Air Staff 
through SAF/AQR.   

Program Executive 
Officer (PEO) 

1. Route the draft PPP for review/coordination internally IAW PEO/Directorate requirements   
2. Coordinate an initial/informal review of the PPP with AFLCMC/IP.  Load PPP to:  

https://usaf.dps.mil/sites/21259/aflcmc/ppp/ppp%20review/forms/personalview.aspx for 
review. 

3. Refer to the USAF Weapon System Program Protection / Systems Security Engineering 
Guidebook, Table 1:  PPP Coordination and Approval, for PEO review and approval.       

 

4.1.1 Route the draft program office PPP to AFLCMC/IP prior to formal PEO signature and external 

coordination requirements at the link in Table 2.  For classified submissions (Secret or 

Confidential) submit documents to the following link:  
https://intelshare.intelink.sgov/sites/ppprepositorysite/_layouts/15/start.aspx#/SitePages/H

ome.aspx.   

4.1.1.1 Contact the ATEA at AFLCMC/XZZ Outreach Workflow: AFLCMC.XZZ@us.af.mil.  Ensure 

classified appendices are not uploaded to unclassified networks or email.  Contact the 

ATEA directly for classified submission processes.   

4.1.1.2 For the Supply Chain Risk Management Plan (SCRM) submission, contact the SCRM 

Network at AFLCMC/LG-LZ SCRM Network Workflow:   

AFLCMCLG-LZ.SCRM.Network@us.af.mil.  

4.1.2 Submit the Cybersecurity Strategy (CSS) IAW the Clinger-Cohen Act (CCA).  Note: the Cyber Test 

Strategy is a component of the CSS.  The CS should also identify test and evaluation boundaries, 

resources, etc.  CS is key element number 9 of the CCA.  Note:  The CROWS has placed Cyber 

Focus Teams (CFTs) in each PEO.  IAW AFI 63-101/20-101, Integrated Life Cycle Management, 

paragraph 6.10, the PM is responsible for ensuring programs develop and implement a CSS, as 

https://usaf.dps.mil/sites/21259/aflcmc/ppp/ppp%20review/forms/personalview.aspx
https://usaf.dps.mil/sites/21259/aflcmc/ppp/ppp%20review/forms/personalview.aspx
https://usaf.dps.mil/sites/21259/aflcmc/ppp/ppp%20review/forms/personalview.aspx
https://intelshare.intelink.sgov/sites/ppprepositorysite/_layouts/15/start.aspx#/SitePages/Home.aspx
https://intelshare.intelink.sgov/sites/ppprepositorysite/_layouts/15/start.aspx#/SitePages/Home.aspx
mailto:AFLCMC.XZZ@us.af.mil
AFLCMCLG-LZ.SCRM.Network@us.af.mil
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an appendix to the PPP throughout the system life cycle.  The CSS is approved by the applicable 

Chief Information Officer (CIO) prior to MS decisions or contract awards and is required for 

every MS review beginning at MS A.  PMs, System Security Engineers, and Program Protection 

personnel should use their CFTs members for cybersecurity risk assessment and cybersecurity 

strategy coordination requirements prior to submission to the CIO.   

4.1.3 Provide applicable CRM for external reviews along with the draft PPP submitted to AFLCMC/IP.   

4.2 Program offices may communicate directly with AFLCMC/IP (Program Protection Team) via the PPP 

workflow email inbox: AFLCMC.IPPPP.Workflow@us.af.mil.  

mailto:AFLCMC.IPPPP.Workflow@us.af.mil
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5.0 Roles and Responsibilities 

5.1 Detailed responsibilities for key PPP tasks are found in the USAF Weapon System Program Protection 
/ System Security Engineering Guidebook.  The listed roles are IAW AFPAM 63-113, Program 
Protection Planning for Life Cycle Management and the Defense Acquisition Guidebook, Chapter 9.    

6.0 Tools and Training 

6.1 Anti-Tamper Website 

https://at.dod.mil/ 

6.2 Cyber Policy for Cyber Survivability, Test & Evaluation, etc 

https://intelshare.intelink.gov/sites/cybersurvivability/SitePages/Home.aspx 

6.3 Cybersecurity Security Classification/Declassification Guide for Air Force Weapon Systems 
https://www.milsuite.mil/book/docs/DOC-543888 

6.4 DoD Cybersecurity Test and Evaluation Guidebook  

https://www.dau.edu/cop/test/DAU%20Sponsored%20Documents/Cybersecurity-Test-and-
Evaluation-Guidebook-Version2-change-1.pdf 

6.5 National Institute of Standards and Technology (NIST) Special Publication Website 
https://search.usa.gov/search?affiliate=nist-search&query=SP&commit=Search 

6.6 PM Toolkit   

https://hanscomnet.hanscom.af.mil/pmtb/alpha.html 

6.7 Systems Engineering DAU courses  

https://www.dau.edu/training/career-development/engineering 

6.8 USAF Combined Process Guide for Critical Program Information (CPI) and Critical Components 
Identification - Refer to USAF PP/SSE Guidebook, Appendix B  

https://usaf.dps.mil/:w:/r/sites/CROWS/Shared%20Documents/CROWS%20Products/USAF%
20Weapon%20System%20PP%20and%20SSE%20Guidebook%20v2.0.docx?d=weea95dad584
84c9dace9991ac7e3875e&csf=1&web=1&e=t3wZwd 

6.9 USAF SSE Acquisition Guidebook 

https://www.milsuite.mil/book/docs/DOC-668532 

6.10 There are multiple venues to receive Program Protection Training depending on the level of detail 
required. 

6.10.1 AFLCMC hosts a 3-Day Program Protection Training class, available quarterly, with a Distance 
Learning option available during the course.  Courses dates and links to the course can be 
reached here: 

https://www.milsuite.mil/book/groups/acquisition-program-protection-planning 

6.10.2 Defense Acquisition University offers a 17-hour ACQ-160 Program Protection Planning 
Awareness course available here:   

https://icatalog.dau.edu/onlinecatalog/courses.aspx  

https://at.dod.mil/
https://intelshare.intelink.gov/sites/cybersurvivability/SitePages/Home.aspx
https://www.milsuite.mil/book/docs/DOC-543888
https://www.dau.edu/cop/test/DAU%20Sponsored%20Documents/Cybersecurity-Test-and-Evaluation-Guidebook-Version2-change-1.pdf
https://www.dau.edu/cop/test/DAU%20Sponsored%20Documents/Cybersecurity-Test-and-Evaluation-Guidebook-Version2-change-1.pdf
https://search.usa.gov/search?affiliate=nist-search&query=SP&commit=Search
https://hanscomnet.hanscom.af.mil/pmtb/alpha.html
https://www.dau.edu/training/career-development/engineering
https://usaf.dps.mil/:w:/r/sites/CROWS/Shared%20Documents/CROWS%20Products/USAF%20Weapon%20System%20PP%20and%20SSE%20Guidebook%20v2.0.docx?d=weea95dad58484c9dace9991ac7e3875e&csf=1&web=1&e=t3wZwd
https://usaf.dps.mil/:w:/r/sites/CROWS/Shared%20Documents/CROWS%20Products/USAF%20Weapon%20System%20PP%20and%20SSE%20Guidebook%20v2.0.docx?d=weea95dad58484c9dace9991ac7e3875e&csf=1&web=1&e=t3wZwd
https://usaf.dps.mil/:w:/r/sites/CROWS/Shared%20Documents/CROWS%20Products/USAF%20Weapon%20System%20PP%20and%20SSE%20Guidebook%20v2.0.docx?d=weea95dad58484c9dace9991ac7e3875e&csf=1&web=1&e=t3wZwd
https://www.milsuite.mil/book/docs/DOC-668532
https://www.milsuite.mil/book/groups/acquisition-program-protection-planning
https://icatalog.dau.edu/onlinecatalog/courses.aspx
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7.0 Definitions and Acronyms 

7.1   Definitions are contained in the USAF Systems Security Engineering Acquisition Guidebook.  A link 
to this document is in Table 3. 

7.2   Acronyms used in this document are defined in Appendix 2.  

8.0 References to Law, Policy, Instructions or Guidance  

Table 3:  Key References 

Number Title 

Acquisition Intelligence 
Guidebook 

Available at: 

https://www.milsuite.mil/book/docs/DOC-600439  

AF CROWS CICC and 
Cyber IRT for Weapon 
Systems CONOPS 

Air Force CROWS Cyber Incident Coordination Cell (CICC) and Cyber Incident 
Response Team (IRT) for Weapon Systems Concept of Operations (CONOPS) 

AFI 17-101 Risk Management Framework (RMF) for AF Information Technology  

AFI 17-130 Air Force Cybersecurity Program Management 

AFI 63-101/20-101 Integrated Life Cycle Management 

AFI 99-103 Capabilities-Based Test and Evaluation 

AFLCMC Standard 
Process for 
Cybersecurity 
Assessment and 
Authorization 

Standard Process for Cybersecurity for all of AFLCMC weapon systems will add 
to the understanding of cybersecurity in the Air Force and AFLCMC 

AFMAN 14-401 Intelligence Analysis and Targeting Tradecraft / Data Standards 

AFMAN 17-1402 Air Force Clinger-Cohen Act (CCA) Compliance Guide 

AFPAM 63-113 Protection Planning for Life Cycle Management 

AFMAN 63-144 Business Capability Requirements, Compliance, and System Acquisition 

CNSSI 1253 Security Categorization and Control Selection for National Security Systems 

Cyber Survivability 
Endorsement 
Implementation Guide v 
1.0.1 

Joint Chiefs of Staff Cyber Survivability Endorsement Implementation Guide 

https://www.milsuite.mil/book/docs/DOC-600439
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Number Title 

Defense Acquisition 
Guidebook Chapters 3, 
7 and 9 

Chapter 3: Systems Engineering 
Chapter 7: Intelligence Support & Acquisition 
Chapter 9: Program Protection 

DoDD 5200.47E  Responsibilities for Anti-Tamper (AT) protection of (CPI) 

DoDD 5240.24 Counterintelligence Activities Supporting Research, Development, and 
Acquisition   

DoDD 8140.01 Cyberspace Workforce Management 

DoDI 5000.01 The Defense Acquisition System 

DoDI 5000.02  Operation of the Defense Acquisition System 

DoDI 5000.75 Business Systems Requirements and Acquisitions 

DoDI 5200.39  Critical Program Information (CPI) Protection Within the DoD 

DoDI 5200.44  Protection of Mission-Critical Functions to Achieve Trusted systems and 
Networks (TSN) 

DoDI 5240.04 Counterintelligence Investigations 

DoDI 8500.01 Cybersecurity 

DoDI 8510.01  Risk Management Framework (RMF) for DoD IT 

DoDM 5200.45 Instructions for Developing Security Classification Guides 

DoD 5220.22-M National Industrial Security Program Operation Manual 

NIST Special Publication 
800-30 

Guide for Conducting Risk Assessments 

NIST Special Publication 
800-37 

Guide for Applying the Risk Management Framework to Federal Information 
Systems 

NIST Special Publication 
800-53 

Security and Privacy Controls for Information Systems and Organizations 

NIST Special Publication 
800-160 

Systems Security Engineering:  Considerations for a Multidisciplinary Approach 
in the Engineering of Trustworthy Secure Systems 

Trusted Systems and 
Networks (TSN) Analysis  

Trusted Systems and Networks (TSN) Analysis published by the Deputy Assistant 
Secretary of Defense for Systems Engineering and the Department of Defense 
Chief Information Officer 
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Number Title 

USAF Systems Security 
Engineering Acquisition 
Guidebook 

Available at:  

https://www.milsuite.mil/book/docs/DOC-668532 

USAF Weapon System 
Program Protection / 
System Security 
Engineering Guidebook 
v2.0 

Available at:  

https://usaf.dps.mil/sites/21259/aflcmc/ppp/ppp%20review/forms/personalview.
aspx 

https://www.milsuite.mil/book/docs/DOC-668532
https://usaf.dps.mil/sites/21259/aflcmc/ppp/ppp%20review/forms/personalview.aspx
https://usaf.dps.mil/sites/21259/aflcmc/ppp/ppp%20review/forms/personalview.aspx
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APPENDIX 1 – Attachments 

The following attachments are useful aides in preparing and executing a Program Protection Plan. 

Attachment 1: Office of the Secretary of Defense (OSD) PPP Outline 
and Guidance 

OSD PPP Outline 

and Guidance

Attachment 2: PPP Example 

FIREBIRD PPP 

(SAMPLE PPP 2017).docx

Attachment 3:  OSD Evaluation Criteria 

OSD PPP Evaluation 

Criteria

Attachment 4:  Cyber War Gaming Document 

Cyber War 

Gaming.docx

Attachment 5:  Cyber War Gaming Template 

CWG Template.xlsx

Attachment 6: Cybersecurity Strategy (CSS) Condensed Version (for 
Non ACAT/BCAT 1) Outline and Guidance 

Condensed CSS 

Outline and Guidance_Aug_2017.pdf

Attachment 7: Cybersecurity Strategy Template 

Cybersecurity 

Strategy Template - as of 24 April 2020.docx

Attachment 8:  Change Management Plan 

PPP_SSE CMP.docx
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Introduction 


This document is intended to assist Department of Defense (DoD) personnel developing and 
reviewing Program Protection Plans (PPP) for defense acquisition programs.  It describes the 
criteria that DoD reviewers use when evaluating PPPs.  The Deputy Assistant Secretary of 
Defense for Systems Engineering (DASD(SE)) developed the criteria to promote consistent PPPs 
across the Department and to ensure consistent feedback to program managers and systems 
engineers preparing the PPPs.   


PPP developers and reviewers should refer to these criteria to assess whether a proposed PPP 
meets the requirements of the principal DoD policy and guidance concerning PPPs:  DASD(SE) 
Program Protection Plan Outline and Guidance; Department of Defense Instruction (DoDI) 
5200.39, “Critical Program Information (CPI) Protection Within the Department of Defense;” 
and DoDI 5200.44, “Protection of Mission-Critical Functions to Achieve Trusted Systems and 
Networks.”  The following list of references is not exhaustive but includes sources relevant to 
the PPP.   


This document (Version 1.1) is intended for use with DASD(SE) Program Protection Plan 
Outline and Guidance, July 2011, (Version 1.0).  Future versions of these evaluation criteria will 
be published to align with updates to the Program Protection Plan Outline and Guidance.  


References 


Assistant Secretary of the Air Force (Acquisition) (SAF/AQ).  2010.  Anti-Tamper (AT) 
Guidelines, Version 2.0.  Washington, D.C.:  SAF/AQ (April).  


Defense Federal Acquisition Regulation Supplement (DFARS) Clause 252.204-7012, 
“Safeguarding Unclassified Controlled Technical Information.” 
http://www.acq.osd.mil/dpap/dars/dfars/html/current/204_73.htm#204.7302 


Department of Defense Instruction (DoDI) 4140.67.  2013.  “DoD Counterfeit Prevention 
Policy.”  Washington, D.C.:  Under Secretary of Defense for Acquisition, Technology, and 
Logistics (April 26).  www.dtic.mil/whs/directives/corres/pdf/414067p.pdf 


Department of Defense Instruction (DoDI) Interim 5000.02.  2013.  “Operation of Defense 
Acquisition System.”  Washington, D.C.:  Under Secretary of Defense for Acquisition, 
Technology, and Logistics (November 25). 
http://www.dtic.mil/whs/directives/corres/pdf/500002_interim.pdf  


Department of Defense Instruction (DoDI) 5200.39.  2010.  “Critical Program Information (CPI) 
Protection Within the Department of Defense.”  Washington, D.C.:  Under Secretary of 
Defense for Intelligence (December 28).  
http://www.dtic.mil/whs/directives/corres/pdf/520039p.pdf  


Department of Defense Instruction (DoDI) 5200.44.  2012.  “Protection of Mission-Critical 
Functions to Achieve Trusted Systems and Networks.”  Washington, D.C.:  DoD Chief 
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Information Officer/Under Secretary of Defense for Acquisition, Technology, and Logistics 
(November 5).  http://www.dtic.mil/whs/directives/corres/pdf/520044p.pdf  


Department of Defense Instruction (DoDI) 8500.2.  2003.  “Information Assurance (IA) 
Implementation.”  Washington, D.C.:  Assistant Secretary of Defense for Command, Control, 
Communications, and Intelligence (February 6).  
http://www.dtic.mil/whs/directives/corres/pdf/850002p.pdf 


Department of Defense Instruction (DoDI) 8582.01.  2012.  “Security of Unclassified DoD 
Information on Non-DoD Information Systems.”  Washington, D.C.:  DoD Chief Information 
Officer (June 6). http://www.dtic.mil/whs/directives/corres/pdf/858201p.pdf 


Deputy Assistant Secretary of Defense for Systems Engineering (DASD(SE)).  2013.  “Program 
Protection.”  Chapter 13 in Defense Acquisition Guidebook.  Washington, D.C.:  Under 
Secretary of Defense for Acquisition, Technology, and Logistics. https://acc.dau.mil/dag13 


Deputy Assistant Secretary of Defense for Systems Engineering (DASD(SE)).  2011.  Program 
Protection Plan Outline and Guidance, Version 1.0. Washington, D.C.:  DASD(SE) (July). 
http://www.acq.osd.mil/se/docs/PPP-Outline-and-Guidance-v1-July2011.pdf 


National Institute for Standards and Technology (NIST).  2013.  “Security and Privacy Controls 
for Federal Information Systems and Organizations.”  NIST 800-53, Revision 4 Washington, 
D.C.:  U.S. Department of Commerce (May).  
http://nvlpubs.nist.gov/nistpubs/SpecialPublications/NIST.SP.800-53r4.pdf 


Public Law 112-239, 112th Cong. (January 2, 2013). National Defense Authorization Act 
(NDAA) for Fiscal Year 2013, Section 933 


Public Law 111-383, 111th Cong. (January 7, 2011).  Ike Skelton National Defense 
Authorization Act (NDAA) for Fiscal Year 2011, Section 243. 
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Program Protection Plan (PPP) Evaluation Criteria 


The table below parses the recommended outline for the PPP to the subsection level (i.e., 1.1, 
1.2, etc.).  For each subsection, the PPP Requirements column describes the required information 
for inclusion in that section of the PPP.  The Policy and Guidance References column identifies 
the specific portions of the references that result in the requirement.  The Criteria column 
indicates whether the omission or inadequate information provided in that particular section 
would be considered a Critical (C) comment by the reviewer, resulting in non-concurrence, or a 
Substantive (S) comment with suggestions provided by the reviewer for additional information 
or a revision. 


Evaluation 
Criteria 
Number 


Program Protection Plan (PPP) Requirements 
Policy and 
Guidance 


References 
Criteria 


 Section 1 Update Record/Description/Points of Contact 
(POC)  


Outline & 
Guidance 
(O&G), 
Section 1 


 


1-1 1.0 Section provides information as outlined in 
Sections 1.0, 1.1 and 1.2 of the Outline and 
Guidance. 


O&G, Section 
1 


S 


 Section 2 Program Protection Summary O&G, Section 
2 


 


2-1  2.1 Schedule in this section has identified and 
mapped program protection activities against the 
overall program schedule.  Program Management 
Office (PMO) has included specific PPP-related 
events, including but not limited to:  Critical 
Program Information (CPI) identification, 
Criticality Analysis, Vulnerability Assessment, 
Risk Assessment, Countermeasure selection 
updates before each Systems Engineering 
Technical review (SETR), PPP updates before 
each milestone, Defense Intelligence Agency 
(DIA) Threat Assessment request submittals, 
Defense Exportability Features (DEF)-related 
activities, Anti-Tamper (AT) Concept at 
Milestone (MS) A, Initial AT Plan before 
Preliminary Design Review (PDR) and Final AT 
Plan before Critical Design Review (CDR), and 
program protection–related test events. 


O&G, Section 
2.1 


S 


2-2 
 


2.2 
Table 2.2-1 


Table includes CPI as identified by the program 
office, including candidate and final inherited and 
organic CPI.  The approval memorandum is 
referenced or provided. 


DoDI 5200.39  
Para 4.b, 4.d, 
Enclosure 2, 
Para 6.q;  
O&G, Section 
2.2-1 


C 
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Evaluation 
Criteria 
Number 


Program Protection Plan (PPP) Requirements 
Policy and 
Guidance 


References 
Criteria 


2-3 2.2 
Table 2.2-1 


Table identifies and decomposes Critical 
Functions and associated Critical Components (or 
potential Critical Components) to the current 
level of design. 


DoDI 5200.44, 
Para 4.d, 
Enclosure 2, 
Para 8.a(4); 
O&G, Section 
2.2-1 


C 


2-4 2.2 
Table 2.2-1 


Table includes information to indicate that CPI, 
Critical Functions, and Critical Components 
(including inherited and organic) are mapped to 
the security disciplines (Countermeasures 1-16 
from key).  Selected Countermeasures are 
accurately cross-referenced to what is 
documented throughout the completed document.  
If AT is identified as a Countermeasure, the table 
and PPP are appropriately marked in 
accordance with AT Security Classification 
Guide. 


O&G, Section 
2.2; DAG 
Chapters 
2.3.12.2. and 
13.3 


S 


 Section 3 CPI and Critical Components O&G, Section 
3 


 


3-1 3.1 CPI:  Methodology for CPI identification is 
documented, to include candidate and final 
inherited and organic CPI.  Methodology should 
be repeatable, include timing of updates, and 
contain a list of functional participants.   


DoDI 5200.39, 
Para 4.b; 
O&G, Section 
3.1 


S 


3-2 3.1 Mission Criticality Analysis:  Method for 
Criticality Analysis is documented, to include 
inherited (legacy) and organic Critical 
Functions/Components. Section includes 
inherited and organic Critical 
Functions/components, as appropriate.  
Methodology should be repeatable, include 
timing of updates to Criticality Analysis, and 
contain a list of functional participants.   
 
In updated PPPs, the process may show 
additional details. 


DoDI 5200.44, 
Para 4.d; 
O&G, Section 
3.1 


S 


3-3 3.1 Evidence is provided that Criticality Analysis has 
been and will be addressed as part of the SETR 
process. 


O&G Section 
3.1, page 10 


S 


3-4 3.2 
Table 3.2-1 


Table has been completed for programs that have 
identified inherited Critical Functions/ 
Components, and/or CPI, as appropriate. 
 
Section is consistent with Criticality Analysis, 
and/or Acquisition Security Database (ASDB) 
and Anti-Tamper (AT) Plan, as appropriate. 


O&G, Section 
3.2, Table 3.2-
1 


S 
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Evaluation 
Criteria 
Number 


Program Protection Plan (PPP) Requirements 
Policy and 
Guidance 


References 
Criteria 


3-5 3.3 
Table 3.3-1   


Table has been completed with organic Critical 
Functions/Components, and/or CPI, as 
appropriate. 
 
Table is consistent with Criticality Analysis, 
and/or ASDB and AT Plan. 


O&G, Section 
3.3,Table 3.3-1 


S 


3-6 3.3  
Table 3.3-1 


Table indicates whether CPI resides in an Export 
Control Area for sale to allies/foreign customers.   
Table is consistent with Section 8.0 and 8.1. 


DoDI 5200.39, 
Para 4.a and 
4.d 


S 


3-7 3.3 Table 
3.3-1 and 
A_c Table 
C-1 


Critical Functions and Components align with the 
level of design detail expected at the current 
SETR.  


DoDI 5200.44 
Section 1.a; 
O&G, Section 
3.3 


C 


 Section 4 Horizontal Protection O&G, Section 
4 


 


4-1 
 


4 Section describes the methodology that will be 
used to resolve issues/disagreements for 
horizontal protection of CPI. 


O&G, Section 
4 


S 


4-2 4 For identified horizontal CPI, section indicates 
how the horizontal CPI will be protected. 


DoDI 5200.39, 
Para 4.c, 4.d; 
O&G, Section 
4 


S 


4-3 4 Section provides evidence that approved CPI is 
entered  into ASDB.  


DoDI 5200.39, 
Enclosure 2, 
Para 1.e; and 
Para 6.g; 
O&G, Section 
4 


S 


 Section 5 Threats, Vulnerabilities, and 
Countermeasures 


O&G, Section 
5 


 


5-1 5.0 
Table 5.0-1 


Table 5.0-1 includes supply chain threats and 
vulnerabilities to CPI and Critical 
Functions/Components; supply chain risks; and 
Countermeasures to mitigate resulting risks. 
 
Section is consistent with Section 5.3.4. 


DoDI 5200.44 
Para 4.a-e; 
O&G, Section 
5.0 


S 


5-2 5.0 
Table 5.0-1 


Table documents Countermeasures, including 
Information Assurance (IA), that are selected to 
mitigate risks of compromise.  
 
Section is consistent with IA Strategy and 5.3.2. 


O&G, Section 
5.0 


S 
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Evaluation 
Criteria 
Number 


Program Protection Plan (PPP) Requirements 
Policy and 
Guidance 


References 
Criteria 


5-3 5.1 
Table 5.1-1 


Table indicates that DIA Threat Analysis Center 
(TAC) Threat Assessment Requests are 
developed for initial or updated Level I and 
selected Level II Critical Components based on 
Criticality Analysis (including functions that 
Critical Functions depend upon and those 
functions that have unmediated access to Critical 
Functions). Threat Product References document 
each Critical Component supplier (or potential 
supplier) that has been assessed. 


DoDI 5200.44  
Enclosure 2 
Para 8.b(2);  
O&G, Section 
5.1;  DAG 
Chapter 
13.4.1.2 


C 


5-4 5.1 
Table 5.1-1 


Table contains the program’s list of Threat 
Reports and DIA TAC Reports as applicable. 


DAG Chapter 
8 


S 


5-5 5.1 
Table 5.1-2 


Threats identified in threat products from Table 
5.1-1 are listed in Table 5.1-2.  Possible threats 
may include but are not limited to TAC Report 
results, other supply chain threats (receiving, 
transmission, transportation…).  IA threats are 
listed in Table 5.1 2: Identified Threats. 


5200.44 Para 
1.d and 4.d; 
O&G, 
Appendix E, 
Para 5 


C 


5-6 5.1  
Table 5.1-2 


If DIA TAC Report results are not available, 
PMO has assumed a medium to medium-high 
supplier threat for Level I and selected Level II 
Critical Functions and Components. 


DoDI 5200.44 
Para  1.d and 
4.a-e; O&G 
Section 5.1-2 


S 


5-7 5.2 The vulnerability determination process is 
described at a high level including:  the 
methodology the program will use to identify 
new vulnerabilities for the system and 
development environment, frequency/timeline for 
identification of new vulnerabilities, and the 
methodology to mitigate identified 
vulnerabilities.  


DoDI 5200.44, 
Para 4.c; 
O&G, Section 
5.2; DAG 
Chapter 13.5.4 


S 


5-8 5.2 
Table 5.2-1 


For MS A, the potential design, development, 
supply chain and malicious insertion CPI, and 
Critical Function/component vulnerabilities are 
listed.  For MS B, C, or Full-Rate Production/Full 
Deployment Decision, the specific design, 
development, supply chain, and malicious 
insertion CPI and Critical Function/Component 
vulnerabilities are listed and assessed.   


DoDI 5200.39 
Para 4.d; 
DoDI 5200.44 
Para 4.c; 
O&G, Section 
5.2 and 5.2-1 


C 


5-9 5.3 PMO has described a methodology for selecting 
Countermeasures to protect Critical 
Functions/Components and/or CPI, as 
appropriate. 


O&G, Section 
5.3DAG 
Chapter 13 


S 


5-10 5.3 Countermeasures described cover prevention, 
detection, and response. 


DoDI 5200.44 
Para 4.c, 4.d; 
O&G, Section 
5.3 


S 
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Evaluation 
Criteria 
Number 


Program Protection Plan (PPP) Requirements 
Policy and 
Guidance 


References 
Criteria 


5-11 5.3 Section describes the incorporation of contract 
requirements for Countermeasures into:  the 
Request for Proposal Statement of 
Work/Objectives, the Contract Data 
Requirements List items, and the system 
requirements either in the main section or the 
applicable subsection of 5.3. 


DoDI 5200.44 
Para 4c5; 
O&G, Section 
5.3 


C 


5-12 5.3.1 Section identifies AT POC in either POC table, 
Section 3.0, or 5.3.1.   Section includes plan to 
deliver AT Plan overlaid on Program Schedule in 
either Section 2.0, or schedule is contained in 
Section 5.3.1.  Section describes plan to engage 
with Service AT and ATEA as appropriate.   
Evidence is provided that the AT Plan is 
submitted as an appendix to the PPP. 


DoDI 5200.39 
Para 4.b; 
DAG Chapter 
13 


C 


5-13 5.3.2 POC is identified for assessing the adequacy of 
IA Countermeasures for the system. POC may be 
listed in the POC table.  An Information Systems 
Security Engineer (ISSE) or a System Security 
Engineer (SSE) is identified for any program 
delivering Automated Information System 
applications. 


O&G, Section 
5.3.2; DoDI 
8500.2 E3.4.4 


S 


5-14 5.3.2 Section describes approach to include appropriate 
implementation of IA protection for contractor-
owned systems. 
 


O&G,  Section 
5.3.2;DoDI 
8582.01;NIST 
800-53 Rev 4 


S 


5-15 5.3.3 Section identifies who is responsible for Software 
Assurance (SwA) in the PMO. 


DAG Chapter 
13.1.1; O&G, 
Section 5.3.3 


S 
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Evaluation 
Criteria 
Number 


Program Protection Plan (PPP) Requirements 
Policy and 
Guidance 


References 
Criteria 


5-16 5.3.3 Section describes how the software will be 
designed and tested to ensure protection of the 
system, particularly software supporting Critical 
Functions/Components and CPI.  Section 
includes discussion of secure design inspection 
and secure coding practices, e.g., Defense 
Information Systems Agency (DISA) Application 
Development Security Technical Implementation 
Guide (STIG), Software Engineering Institute 
(SEI) “Secure Coding Standards, etc.  


DoDI 5200.44 
Para 4.c.(2) 
and Enclosure 
2 Para 8.b(4); 
Guidance – 
generic 
contract 
language; 
DAG Chapter 
13.6; O&G, 
Section 5.3.3, 
DISA 
Application 
STIG, Version 
3, Release 5, 
July 2013 


C 


5-17 5.3.3 Section describes the use of software Automated 
Static Analysis tools, secure design inspections, 
and code inspections to inspect for the secure 
design and code standards established by the 
program, or states rationale for not implementing 
the tools and inspections. 


NDAA 2013 
Section 933; 
O&G, Section 
5.3.3; DAG 
Chapter 
13.7.3.1.1; 
13.7.3.1.2; and 
13.7.3.1.3 and 
SwA Maturity 
Model, v1.0 
Reference 
Document 


C 


5-18 5.3.3 Section indicates protection of the development 
environment by providing: (1) a description of 
who has authority to update or change the 
development environment; (2) who will be 
responsible for maintaining a list of cleared U.S. 
citizens, and foreign nations/foreign nationals that 
have authority to update or change the 
environment; (3) the location of these 
requirements; (5) and the frequency in which they 
are updated. 


O&G, Section 
5.3.3 


S 


5-19 5.3.3 Section describes SwA program activities that are 
tailored to the program and evolve across the 
lifecycle. 


O&G, 
Introduction, 
pg. 2; DAG 
Chapter 13.1 


S 


5-20 5.3.3; 
Table 
5.3.3-1 


Section and table include evidence that Source 
code is evaluated with respect to appropriate 
common weaknesses as evidenced by response in 
the SwA table. 


DoDI 5200.44 
Para 4.c.(4), 
NDAA 2013 
Section 933; 
O&G, Section 
5.3.3, DAG 
Chapter 
13.7.3.1.6 


C 
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Evaluation 
Criteria 
Number 


Program Protection Plan (PPP) Requirements 
Policy and 
Guidance 


References 
Criteria 


5-21 5.3.3 
Table 
5.3.3-1 


Developmental software (CPI, Critical 
Function/Component) and other developmental 
SW are evaluated with respect to Common 
Vulnerabilities and Exposures (CVE), or 
equivalent, and enumerated in the SwA table, to 
identify any known vulnerabilities evidenced by 
discussion.  Percentages in table specifies 
planned versus actual code evaluations. 


DoDI 5200.44 
Para 4.c(4); 
O&G Section 
5.3.3;DAG 
Chapter 
13.7.3.1.1; 
DoDI 5200.39 


C 


5-22 5.3.3 
Table 
5.3.3-1 


Software architectures, environments, designs, 
and code are evaluated with respect to 
appropriately selected attack patterns drawn from 
a Common Attack Pattern Enumeration and 
Classification (CAPEC) as evidenced by 
discussion of methods employed and table 
percentages showing planned versus actual 
classes of software code evaluations (CPI, 
Critical Function/Component, and other).  
 


O&G, Section 
5.3.3;DAG 
Chapter 
13.7.3.1.5 


S 


5-23 5.3.3 
Table 
5.3.3-1 


Critical Function/Component software of 
unknown pedigree is protected and tested and 
enumerated in the table (e.g., “Operational 
System/Development Process” rows and “Static 
Analysis, Design Inspect, and Code Inspect 
columns.).  


O&G, Section 
5.3.3 


S 


5-24 5.3.3 
Table 
5.3.3-1 


Countermeasures are identified in the table for 
Developmental CPI SW, Developmental Critical 
Function SW, Other Developmental SW, and 
commercial off-the-shelf (COTS) (CPI and 
Critical Function) and NDI SW as protected in 
the operational system (e.g. Failover Multiple 
Supplier Redundancy, Fault Isolation, Least 
Privilege, System Element Isolation, Input 
Checking/Validation, and Load Key 
Countermeasures).  


O&G, Section 
5.3.3, Table 
5.3.3-1 


S 


5-25 5.3.3 
Table 
5.3.3-1 


CWE-compatible tools are used to scan Critical 
Function/Component software for weaknesses 
and enumerated in the “Development Process” 
rows of the table. 


O&G, Section 
5.3.3;DAG 
Chapter 
13.7.3.1.3 


S 


5-26 5.3.3 
Table 
5.3.3-1 


Table indicates that the Critical 
Function/Component software design approach 
considers design principles to allow system 
element functions to operate without interference 
from other elements, as evidenced by 
enumeration in the “System Element Isolation” 
column in the “Operational System” rows of the 
table.  


O&G, Section 
5.3.3;DAG 
Chapter 
13.7.3.2.4 


S 
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Evaluation 
Criteria 
Number 


Program Protection Plan (PPP) Requirements 
Policy and 
Guidance 


References 
Criteria 


5-27 5.3.3 
Table 
5.3.3-1 


Table, showing planned percentages, lists 
numeric values greater than or equal to “0” or 
“None,” not a verbal description (e.g., “N/A,” 
“partial,” or “unknown.”). 


DoDI 5200.44 
Para 4.c(4); 
O&G Table 
5.3.3.3-1 


C 


5-28 Table 
5.3.3-1 


Table indicates protection of the development 
environment by listing development environment 
tools in the table. 


NDAA 2013 
Section 933, 
Item 
(b)(1);O&G, 
Table 5.3.3-1; 
DAG Chapter 
13.7.3.3 


C 


5-29 5.3.4 Describes the Countermeasures employed to 
protect Critical Function/Component COTS 
hardware, software, firmware, of unknown 
pedigree (i.e., from sources buried in the supply 
chain).  Evidence is provided that 
Countermeasures are tested and verified. 


O&G, Section 
5.3.4 


S 


5-30 5.3.4 Section describes protection of Critical 
Functions/Components and CPI in the 
development environment (e.g., in contractor 
possession) including: analysis of development 
process vulnerabilities and risks, and plan for 
process and design mitigations to assure the 
Critical Function/Component and CPI. 


O&G, Section 
5.3.3; DAG 
Chapter 
13.7.3.1 and 
13.7.3.3 


S 


5-31 5.3.4 Management of Supply Chain Risks to protect 
Critical Functions/Components and CPI is 
described. 


DoDI 5200.44 
Para 4.c(2); 
O&G, Section 
5.3.4 


S 


5-32 5.3.4 Section describes protection of sensitive 
information provided to, maintained at, and 
received from suppliers and potential suppliers. 


DAG Chapter 
13.7.4.2.3 


S 


5-33 5.3.4 Section describes methodology to employ 
defensive design and engineering protections to 
protect Critical Functions/Components by 
reducing unnecessary or unmediated access 
within the system design. 


O&G, Section 
5.3.4; DAG 
Chapter 
13.7.4.2.4 


S 
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Evaluation 
Criteria 
Number 


Program Protection Plan (PPP) Requirements 
Policy and 
Guidance 


References 
Criteria 


5-34 5.3.4.1 DoD custom-designed, custom-manufactured, or 
tailored integrated circuits for a specific DoD 
military end use (generally referred to as 
Application Specific Integrated Circuits (ASIC)) 
shall be procured from a Defense 
Microelectronics Activity (DMEA) accredited 
trusted supplier with trusted services, specified to 
assure a trusted supply chain flow.  If due to the 
program's unique circumstances trusted service 
cannot be arranged, section describes a risk 
assessment approach to select and implement 
alternative countermeasures for mitigating supply 
chain risk.     


DoDI 5200.44, 
Para 4.e; 
CNSSD 505 
Section IV, 11; 
O&G, Section 
5.3.4.1 


C 


5-35 5.3.4.2 Section contains a description of:  the plan (or 
references Counterfeit Prevention Plan) to 
prevent microelectronic counterfeits (of any 
kind); in Critical Components when items are not 
obtained from the original equipment 
manufacturer, original component manufacturer 
or from an authorized distributor.   


DoDI 5200.44 
Para 4.c(3); 
DoDI 4140.67 
Para 3.b and 
8.k; DoDI 
4140.01, 
Enclosure 
4;10.b.2; 
O&G, Section 
5.3.4. 


C 


5-36 Table 
5.3.6-1 


Section identifies generic program 
Countermeasures/security activities 


O&G, Section 
5.3.6-1 


S 


 Section 6 Other System Security-Related Plans and 
Documents 


O&G, Section 
6 


 


6-1  6.0 System security-related plans and documents are 
identified to include international agreements, 
systems engineering artifacts, and counter 
intelligence artifacts. 


O&G, Section 
6.0-1 


S 


6-2 Table 6.0-1 Table identifies cooperative arrangements (e.g., 
Technical Assistance Agreement, Letter of Offer 
and Acceptance, and Memorandum of 
Understanding).  Table is consistent with Section 
8.0. 


O&G, Section 
6.0 


S 


 Section 7 Program Protection Risks O&G, Section 
7.0 


 


7-1  7.0 Section includes a description of how program 
protection risks are incorporated into the 
program’s risk management, including:  Supply 
Chain Risk Management (SCRM), supplier 
threats, IA, exportability, AT, SwA deficiencies, 
microelectronics (ASIC/FPGA, PCB), etc., when 
they are identifiable to the supplier as having a 
DoD end-use. 


DoDI 5200.44 
Para4.c, 4.d; 
O&G,  Section 
7.0 


C 
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Evaluation 
Criteria 
Number 


Program Protection Plan (PPP) Requirements 
Policy and 
Guidance 


References 
Criteria 


7-2 7.0 When threat reports have been received, section 
provides evidence that all-source intelligence 
analysis of suppliers of critical components is 
used to inform risk management decisions. 


DoDI 5200.44 
Para 4.b 


C 


7-3 7.0 Section includes a risk cube and mitigation plan 
for top program protection risks. 


O&G, Section 
7.0 


S 


7-4 7.0 If there are limited suppliers and malicious threat 
information is not available, medium or medium-
high threat is assumed and is used to inform the 
Level I Critical Functions/ Components risk 
assessment.  


DoDI 5200.44 
Para 4.a-e.; 
O&G, Section 
7.0 


S 


7-5 7.0 The supply chain malicious insertion threats 
(generic or specific) including software/firmware 
and vulnerabilities have been used to assess risk 
for the Level I and Level II Critical 
Functions/Components risk assessment. 


DoDI 5200.44 
Para 4.a-e.; 
O&G, Section 
7.0 


C 


7-6 7.0 Section confirms the program identifies, 
documents, and reassesses risks for SCRM 
(Including Trusted Systems and Networks (TSN), 
IA, SwA, microelectronics (FPGA, ASIC, PCB, 
etc.)) with rationale and risk mitigation or risk 
acceptance, before each SETR and milestone 
decision review.  Section specifically describes 
mitigation applied to microelectronics. 


DoDI 5200.44 
Para 4.c, 4.d; 
O&G, Section 
7.0 


C 


7-7 7.0 Section describes the method used to incorporate 
the assessed criticality, threats, and vulnerabilities 
into the risk determination. 


O&G, Section 
7.0 


S 


7-8 7.0 PMO has developed a risk mitigation plan for all 
DIA TAC Report results with a high threat or 
critical report.   The mitigation approach is 
documented in a POA&M, or risk acceptance has 
been documented with rationale. 


DoDI 5200.44 
Para 1.d and 
4.a-e, 
Enclosure 2 
Para 8; O&G, 
Section 7 


C 


 Section 8 Foreign Involvement O&G, Section 
8.0 


 


8-1 8.0 Section summarizes international activities 
through responses to all the questions in the first 
four bullets in O&G Section 8.0.  


O&G, Section 
8.0; DTM 11-
053 


C 


8-2 Table 8.0-1 Table aligns with acquisition documents and is 
complete.  


O&G, Table 
8.0-1 


S 
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Evaluation 
Criteria 
Number 


Program Protection Plan (PPP) Requirements 
Policy and 
Guidance 


References 
Criteria 


8-3 8.0/8.1 Section provides a complete response to all the 
questions listed in O&G for Section 8.1.  Foreign 
involvement and defense exportability planning 
are summarized in Sections 8.0 and 8.1 to 
indicate the potential exposure and planning to 
protect CPI in export variants. For designated 
DEF pilot programs, section includes description 
of plan to identify, develop, and incorporate 
technology protection for the purpose of 
enhancing or enabling each system’s 
exportability. 


O&G, Section 
8.1; NDAA FY 
2011, Section 
243 


C 


 Section 9 Process for Management and Implementation 
of PPP 


O&G, Section 
9.0 


 


9-1 9.1 Section addresses audits and inspections. O&G, Section 
9.1 


S 


9-2 9.1 Section describes the incorporation of program 
protection planning considerations into SETR 
criteria as defined in the SEP.  Section includes 
references to SEP sections.  


O&G, Section 
9.1 


S 


9-3 9.2 Section confirms the PMO has updated the PPP 
for each SETR, including but not limited to the 
areas of CPI, AT, Defense Exportability Features, 
SCRM, TSN, IA, Vulnerability Assessments, 
Threat Assessments, and Countermeasure / 
mitigation selection and implementation. 


DoDI 5200.44 
Para 4.a, 4.c; 
O&G, Section 
9.2; NDAA FY 
2011 Section 
243; DoDI 
5200.39; DAG 
Chapter 13 


C 


9-4 9.3 Section describes Countermeasures and 
implementation plans, including how supply 
chain and malicious insertion penetration, blue 
team, or red team testing are incorporated into the 
verification and validation criteria, process, and 
procedures for custom and commodity hardware 
and software.   


DoDI 5200.44 
Para 4.c.3 and 
4.c.4; O&G, 
Section 9.3 


C 


9-5 9.3 Section describes how the program will integrate 
system security requirements testing into the 
overall test and evaluation strategy. 


O&G, Section 
9.3 


S 


9-6 9.4 Section describes the program protection 
approach during Sustainment with respect to 
periodic (every 12-18 months) and event-driven 
(tech refresh, enhancement) PPP analysis and 
PPP updates. Section should link to the relevant 
Life Cycle Sustainment Plan (LCSP) language. 


O&G, Section 
9.4 


S 
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Evaluation 
Criteria 
Number 


Program Protection Plan (PPP) Requirements 
Policy and 
Guidance 


References 
Criteria 


9-7 9.4 Section confirms that the program updates and 
counters program protection supply chain, IA, 
and other risks throughout the entire system 
lifecycle (up to system disposal) periodically (12-
18 months), or event-driven (tech refresh, 
enhancement).  Section should be consistent with 
the LCSP.   
 


O&G, Section 
9.4; DoDI 
5200.44, Para 
4.c; DAG 
Chapter 
2.3.12.4 


S 


 Section 10 Process for Monitoring and Reporting 
Compromises 


O&G, Section 
10.0 


 


10-1 10.0 Section summarizes the PMO’s plan for 
responding to system compromise, including 
compromise resulting from supply chain, IA, 
exfiltration, and compromise of CPI. 


O&G, Section 
10.0 


S 


10-2 10.0 Section defines supply chain compromise or 
exploit. 


O&G, Section 
10.0 


S 


 Section 11 Program Protection Costs O&G, Section 
11.0 


 


11-1 11.2 Table includes Acquisition and Systems 
Engineering Protection Costs, SCRM and IA 
cost, and other cost above National Industrial 
Security Program Operating Manual 
requirements. 


O&G, Section 
11.2; DAG 
Chapter 
8.4.6.7 and 
13.12.2 


S 


 Appendices Appendices O&G, 
Appendices 


 


C-1 C Appendix confirms the Criticality Analysis is 
updated for each PPP submission to reflect the 
updates and elaboration to the level of the system 
design.  Critical Functions are allocated to 
subsystems, subassemblies, and components as 
each element is defined in the design. 


DoDI 5200.44 
Para 1a; O&G 
Appendices 


C 


C-2 C Appendix documents Critical Functions to 
include: functions with unmediated access to the 
Critical Functions, functions that Critical 
Functions depend upon, and defensive functions. 


DoDI 5200.44, 
Glossary Part 
II; O&G, 
Section 2.2-1 


S 


D-1 D Appendix confirms one of the following 
conditions has been met:  (1) ATEA concurs with 
the approved AT Plan; (2) ATEA has provided 
written concurrence with a draft AT Plan; or (3) 
ATEA has provided written concurrence 
indicating that no AT Plan is required at this 
stage of the program. 
 
AT Plan is due for ATEA review no later than 
105 days prior to each Milestone. 


DoDI 5200.39 C 
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Evaluation 
Criteria 
Number 


Program Protection Plan (PPP) Requirements 
Policy and 
Guidance 


References 
Criteria 


E-1 E Appendix confirms one of the following 
conditions has been met: (1) DoD CIO has 
approved the Acquisition IA Strategy (AIAS);  
(2) DoD CIO has provided concurrence with a 
draft AIAS; or (3) DoD CIO has provided written 
concurrence indicating no AIAS is required at 
this stage of the program. 


DoDI 5200.44 
Para 4d; O&G 
Mandatory 
Appendices 


C 
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FOREWORD



FIREBIRD UAS

PROGRAM PROTECTION PLAN



This Program Protection Plan (PPP) provides protection guidance for the FIREBIRD Unmanned Aircraft System (UAS) program. This plan provides program managers (PM) and others, including industry partners, a tool to protect the program from inception to demilitarization (DEMIL).  The PPP is to be used by all personnel as a consolidated security desktop reference.



The purpose of this plan is to identify elements of the program, classified or unclassified, which

require protection to prevent unauthorized disclosure or inadvertent transfer of critical program information (CPI) as defined in Department of Defense Instruction (DoDI) 5200.39, 28 Dec 10.

This plan incorporates risk management and threat-based countermeasures to provide cost-effective protection of the program’s combat effectiveness throughout the acquisition cycle and operational life, including DEMIL.



This PPP is effective immediately and is designed for use by all program participants, field activities, and matrix support personnel at all government and contractor locations. This plan contains information that is exempt from mandatory disclosure under the Freedom of Information Act (FOIA).  Exemptions 1, 2, 3, and 6 apply.



The office of primary responsibility for this plan is ASC/XXOS, ISR/SOF Directorate.  For additional copies, questions, concerns, or recommended changes regarding this plan, contact:



ASC/XXOS

2010 UAV Road

Wright-Patterson AFB OH 45433-XXXX
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1.0   Introduction – Purpose and Update Plan



This Program Protection Plan (PPP) is a risk-based, comprehensive, living plan that captures the program’s Critical Program Information (CPI), Critical Components (CC), threats and vulnerabilities to the CPI and CC, countermeasures selected to ensure enforced need-to-know and enhanced protection of the CPI and CC, implementation guidance for selected countermeasures, and processes and procedures for ensuring countermeasures are assessed and monitored for effectiveness.  This plan is intended to be used by government and contractor personnel directly supporting the FIREBIRD program at all locations where FIREBIRD CPI and CC are stored, processed, handled, transmitted, or tested from the present time until system DEMIL.  At a minimum, this PPP will be reviewed at each Systems Engineering Technical Review for needed updates reflecting program changes.  If necessary, a revised PPP will be drafted and submitted for MDA approval NLT each Milestone review.  





Table 1.0-1:  PPP Update Record

		Revision #

		Date

		Changes

		Approved By



		

		

		

		



		

		

		

		



		

		

		

		









1.1.  Technology/System Description (executive summary or 1-pager about program).  May include:  (NOTE:  Info should be in program CDD)



The FIREBIRD Program is an ACAT 1D program and this PPP supports a Milestone C decision.  The program is currently in the Low Rate Initial Production (LRIP) phase.  At the conclusion of the LRIP phase, transition to Full Rate Production is planned.





Table 1.1-1:  Program Information

		Program Name

		ACAT Level

		Mission Assurance Category (MAC)

		Last Milestone



		FIREBIRD UAS

		ID

		I

		B









1.1.1.  Anticipated Battlefield Employment:  



1.1.2.  Strategic/Operational/Tactical Impact:  



1.1.3.  System Characteristics:  

 









1.2.  Program Protection Responsibilities



Table 1.2-1 below identifies the government and contractor parties responsible for various Program Protection efforts for the FIREBIRD Program.  Overall responsibility lies with the FIREBIRD Program Manager who has delegated execution responsibility to specific subject matter experts (SME).  Program Protection questions relating to a particular subject area should first be directed to the SME for that discipline.  More general Program Protection questions can be directed to the FIREBIRD Program Protection Lead or the Program Manager.



Table 1.2-1: Program Protection Responsibilities

		Title/Role

		Name

		Organization

		Phone

		Email



		Program Manager

		John Smith

		ASC/XXV

		785-1211

		John.smith@wpafb.af.mil



		Lead Systems Engineer

		

		

		

		



		Program Protection Lead

		

		

		

		



		Anti-Tamper Lead

		

		

		

		



		Information Assurance Lead

		

		

		

		



		Integration Engineer

		

		

		

		



		Contracting Officer

		

		

		

		



		Ground Segment Engineer

		

		

		

		



		Counter-Intel (CI) Support

		

		

		

		



		Intelligence Support

		

		

		

		







2.0.  Program Protection Summary  



2.1.  Schedule.  The PPWG established key program milestones to measure progress in the development and implementation of the FIREBIRD PPP.  Actions taken and resulting activities are below:



· Decompose system for CPI and Critical Component analysis

· Determine/define program CPI and Critical Components	

· Submit PPWG candidate CPI and CC list to PM for approval

· Submit requests for threat assessments

· Integrated Threat Assessment (from AFOSI)

· Supply Chain Threat Assessment (from DIA Threat Analysis Center)

· Analyze and define threat for program	

· Submit drafts and updates of the PPP

· Re-evaluate threat for follow-on program phase & recommend countermeasures

· Submit revised PPP

· Review and finalize changes to PPP

· Implement and track PPP elements for program activities

· Provide security input

· Review and finalize changes to the PPP

· Monitor PPP implementation

· Report PPP status at team reviews or immediately after any incidents

· Security Audits/Inspections



· A Program Protection schedule overlaid onto the program’s master schedule (milestones, systems engineering technical reviews, etc.) includes:

· CPI and critical function/component identification/updates

· Acquisition Security Database (ASDB) updates

· Threat assessment requests

· Vulnerability assessments, red teams, etc.

· Security Audits/Inspections

· Engagement with Systems Engineering Technical Reviews (e.g. subsystem Preliminary Design Reviews for critical components)

· Countermeasure (e.g. Anti-Tamper, Information Assurance) testing/verification events

· Foreign involvement events (Exportability likelihood assessment, Cooperative Development, License Requests, etc.)

Expectation:  Program Protection activities and events should be integrated into overall program scheduling.





Table 2.1-1: Program Schedule (notional sample)

QT&E/OT&E

CBA

Fiscal Year

Development

Planning and 

Acquisition 

Contract Events











S&T and

Systems 

Engineering





Test Events



Logistics





TEMP

CPD Dev

Pre-MS-C Activities     

4

CCA



Operations & Support

BT/LL RFP



BT/LL Source 

Selection

     Prod & Deploy (P&D)

MS-C



ICD

10

11

12

13

14

15

16

CPD

SORA Part 1





IOC



Con Strategy 

Con & Acq Strategy 









MDD

Requirements 





SEP







ATP



ITT Charter



LiMA option



CLS support



LCMP

Contractor Logistics Support



SORA Part 2



FOC





















Aircraft delivery



A/C Option

2

2

2

2

2

2

2

1







Program Protection

PPP Approved 



ASDB Updated



Security Audit



ITA Request





SSWG/

CPI ID











2.2.   CPI and Critical Functions and Components Protection.  Table 2.2-1 is a list of program CPI and Critical Components mapped to the security disciplines of the countermeasures being applied.



Table 2.2-1:  CPI and Critical Components Countermeasures Summary (mandated)

		

		#

		Protected Item

(Inherited and Organic)

		Countermeasures



		

		

		

		1

		2

		3

		4

		5

		6

		7

		8

		9

		10

		11

		12

		13

		14

		15

		16



		CPI

		1

		Mission Control Software Algorithms

		X

		X

		X

		X

		X

		X

		

		

		

		

		X

		

		X

		X

		X

		



		

		2

		Propulsion System Control Algorithms

		X

		X

		X

		X

		X

		X

		

		

		

		

		X

		

		X

		X

		X

		



		

		3

		C2 links Secure Protocol Algorithms

		X

		X

		X

		X

		X

		X

		

		

		X

		

		X

		X

		X

		X

		X

		



		

		4

		GPS-SAASM / Global Positioning System

		X

		I

		X

		X

		X

		I

		

		I

		I

		

		I

		I

		I

		I

		I

		



		Critical Components

		5

		iDirect M1D1T Hub-Line Card

		X

		X

		X

		X

		X

		X

		

		X

		

		

		X

		X

		X

		X

		

		



		

		6

		Cisco Router IOS with Advance Security Option (ASO)

		X

		X

		X

		X

		X

		X

		

		X

		

		

		X

		

		X

		X

		X

		



		

		7

		ACME EO/IR Sensor

		X

		I

		X

		X

		X

		I

		

		I

		

		

		X

		

		I

		I

		

		



		

		8

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		



		

		9

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		



		                                            KEY [EXAMPLES: UPDATE THIS LIST ACCORDING TO PROGRAM]



		

		General CMs

		Research and Technology Protection CMs

		Trusted System Design CMs



		

Key

X = Implemented



I = Must continue to be implemented if CPI is inherited

		

1 Personnel Security

2 Physical Security

3 Operational Security

4 Industrial Security

5 Training

6 Information Security

7 Foreign Disclosure/ 

   Agreement

		

8 Transportation Management

9 Anti-Tamper

10 Dial-down Functionality



		

11 IA/Network Security

12 Communications Security

13 Software Assurance

14 Supply Chain Risk Mgmt

15 Systems Security Engineering (SSE)

16 Other









3.0	Critical Program Information (CPI) and Critical Components



3.1    Identification Methodology



3.1.1.  A multi-disciplined Program Protection Working Group (PPWG) was formed to evaluate the program and make recommendations to the PM on whether or not the program contains CPI and to evaluate mission critical functions and components IAW DoDI 5200.39 and DoDI 5000.02.  PPWG membership is shown in Table 3.1-1.  In order to properly identify CPI, a thorough decomposition of the system was necessary to ensure that all components and subsystems that may contain CPI were evaluated on their own merit.  The end result of the system decomposition constituted the items that were evaluated using a CPI Identification Survey and Decision Aid.  The DoD Acquisition Security Database (ASDB) was reviewed to ensure Horizontal Protection issues were taken into account.

 

Table 3.1-1: PPWG Membership

		Program Manager

		Lead Engineer

		POPL

		A/V Engineer



		Logistics  Manager

		Information Assurance Manager

		Ground Segment Engineer

		Communications Engineer



		Flight Test Engineer

		DAC Engineers

		Production Manager

		Intel Rep



		CAS Engineers

		Integration Engineer

		

		







Expectations:  CPI and mission critical functions and components must be identified by a multi-disciplined group.   Criticality analysis should be led by systems engineers and mission/operator representatives.  CPI identification should be led by technology protection and security specialists.    Criticality analysis updates should be tied to Systems Engineering Technical Reviews.  Inherited CPI is CPI from other acquisition programs, subsystems, or projects that are being incorporated or implemented into this program.  Early in the program this section will reflect intentions, in updates it will provide a record of what has been done and any remaining work.



3.2. Inherited CPI and Critical Components.  CPI and Critical Components from other programs that have information, data, technologies, and/or systems feeding into the FIREBIRD program are listed in Table 3.2.



Table 3.2-1:  Inherited CPI and Critical Components (CC)

		

		

#

		Inherited Critical Item & Parent Program Name

		CMs Received from Inherited Program

		Export Controls

		Original Use

		Planned Use

		Variation in CMs?

		Inherited Program POC Info

		Date CPI/CC CM Info Received from Inherited Program



		CPI

		

4

		

GPS-SAASM/

Global Positioning System

		

Y

		

cite

MCTL reference

		

GPS signal integrity/anti-spoofing

		

GPS signal integrity/anti-spoofing

		

N

		

GPS

LA AFB, CA

		

21 Dec 09



		Critical Components

		



7

		

EO/IR Sensor/

Predator/Reaper

		

Y

		

cite

MCTL reference

		

Reconnaissance and target acquisition

		

Reconnaissance and target acquisition

		

N

		

ISR Directorate WPAFB OH

		

21 Dec 09













3.3.	Organic CPI and Critical Components.  Table 3.3-1 is a list of organic CPI elements and Critical Components of the FIREBIRD program.

Table 3.3-1: Organic CPI and Critical Components 

		Assessment Date(s): 21 December 2009



		

		#

		CPI/CC

		Consequence of

Compromise

(Note 1)

		Status/Date &

Justification for Status Change

		CPI Format

(Note 2)

		Traceable CTEs, KPPs, etc.

		Export Control Areas

		Physical Location

(Note 3)

		System Location

		PPIP Exists



		CPI

		

1

		Mission control software algorithms

		2

		21 Dec 09

		New

		1,2,3

		CTE reference

		MCTL reference

		1,3,4

		Ground Segment, Air Vehicle (A/V)

		Y



		

		

2

		Propulsion system control algorithms

		1

		21 Dec 09

		New

		1,2,3

		KPP reference

		MTCR reference

		1,2,4

		A/V

		Y



		

		

3

		C2 links secure protocol algorithms

		4

		21Dec 09

		New

		1,2,3

		CTE reference

		ITAR reference

		1,2,3,4

		Ground Segment, A/V

		Y



		Critical Components

		

5

		iDirect M1D1T Hub-Line Card

		2

		21Dec 09

		New

		2, 3

		CTE reference

		ITAR reference

		1,2,3,4

		Ground Segment

		Y



		

		

6

		Cisco Router IOS w/Advance Security Option (ASO)

		2

		21Dec 09

		New

		2, 3

		CTE reference

		ITAR reference

		1,2,3,4

		Ground Segment

		Y







Note 1:  Summarize effects or consequences if CPI or Critical Component were compromised:

1.  Reduce U.S. Technological Advantage

2.  Shorten Combat Life Expectancy of System

3.  Mission Degradation

4.  Alter Program Direction



Note 2:  CPI format will be in one or more of the following:

1.  Documentation (hard or soft copy)

2.  Knowledge (of the CPI by personnel with access to the CPI)

3.  End-item



Note 3:  CPI may be present at one or more of the following locations:

1.  178th Reconnaissance Wing, Springfield, OH

2.  Dayton Aerospace Corporation (DAC), Dayton OH

3.  Cincinnati Aeronautical Systems (CAS), Cincinnati OH

4.  452d Flight Test Wing, Edwards AFB CA  

4.0.  Horizontal Protection:  The PPWG identified similar RDA programs and/or weapons systems with similar protection requirements.  We coordinated this horizontal protection effort with USD (AT&L), the Acquisition Security Database (ASDB), and other military service acquisition authorities to avoid duplication of effort or disparities in protection, and resolve protection disparities with applicable security personnel. (See Table 4.0-1)

Table 4.0-1:  Horizontal Protection Information

		Last ASDB Update:  5 Jan 2010       Next ASDB Update:   (date)  



		CPI

		Other Programs With Same or Similar CPI

		Are There Pending Adjudications of the Program’s CPI? (Y/N)



		Propulsion system control algorithms

		Global Hawk, Predator, and Reaper

		N







· Who is responsible for horizontal protection?

· What other programs or weapons systems have CPI similar to this program?

· How will the program align protection of horizontal CPI?  How will issues/disagreements about protection of horizontal CPI be resolved?

· When will the program create/update its Acquisition Security Database (ASDB) record?



Expectations: The ASDB and associated registration/help information is located on SIPRNET at https://asdb.strikenet.navy.smil.mil.  The program ASDB record should be created as soon as CPI is identified and updated periodically, as changes occur and at each subsequent milestone.  Critical Functions/Components are not identified in the ASDB.  After creating an ASDB record, programs should use the search capabilities to identify other programs with potentially similar CPI and follow up with their POCs to ensure horizontal protection.







5.0. Threats, Vulnerabilities, and Countermeasures (TVC) – Table 5.0-1 below reflects CPI and critical functions/components TVC information.  (NOTE: Completed Tables with specific countermeasures may be classified.  Ensure appropriate classification level is indicated in Table header.) 



· The numbers in the threat and vulnerabilities columns should correspond to the numbered rows in the threat table (5.1-2) and vulnerability table (5.2-1).  All CPI and critical functions/components should be reflected in the summary table.



Table 5.0-1: Summary of CPI/CC Threats, Vulnerabilities, and Countermeasures

		

		CPI/CC (From CPI/CC Table)

		CPI/CC (and CC supplier)

(Section 2.0)

		Threats (Section 5.1)

		Vulnerabilities

(Section 5.2)

		Countermeasures (Section 5.3)



		CPI

		1

		Mission Control Software Algorithms

		1, 2

		Note: See Table 5.2-1

		Provide general CM comments tied to Vulnerability & Threat disciplines



		

		2

		Propulsion System Control Algorithms

		1

		

		Training, OPSEC, security clearances, safes, network firewalls



		

		3

		C2 links Secure Protocol Algorithms

		1, 2

		

		



		

		4

		GPS-SAASM / Global Positioning System

		1, 2

		

		



		Critical 

Components

		5

		iDirect M1D1T Hub-Line Card

		2

		

		



		

		6

		Cisco Router IOS with Advance Security Option (ASO)  (Cisco Corp.)

		1, 2

		

		



		

		7

		EO/IR Sensor (ACME Aerospace)

		1

		

		









5.1. Threats – The FIREBIRD POPL will be the responsible party to request and receive counterintelligence threat products supporting the FIREBIRD program.  AFOSI Det 123 at Wright-Patterson AFB and the DIA Threat Analysis Center (TAC) are responsible for supporting threat product requests.  Specific contact information is listed in Table 1.2-1.  AFOSI will generate and provide an Integrated Threat Assessment per agreement outlined in the Counterintelligence Support Plan (CISP) and the DIA TAC will generate and provide an all-source counterintelligence threat assessment on possible foreign intelligence connections with suppliers of critical components.  These products will be used by the FIREBIRD PPWG to assess program threats, identify risks and vulnerabilities, and subsequently develop and implement appropriate security countermeasures.





Table 5.1-1:  Threat Products

		Title of Program-Specific or Other Threat Products Used for PPP Threat Analysis

		Classification

		Document Date

		Organization(s) Producing the Product

		Hyperlink to Product



		Formal Threat Reports



		AFOSI Counterintelligence Assessment/Report 

		S

		Various

		HQ Office of Special Investigations (HQ OSI) /DOP

		See Note



		AFOSI Department of Defense Threat Assessment

		S

		Various

		Air  Force Office of Special Investigations (AFOSI)  WPAFB OH

		See Note



		Capstone Threat Assessment (CTA)

		U-S

		Various

		Defense Intelligence Agency

		See Note



		Foreign Technology Assessment

		U

		

		AFOSI Det 2/ Counterintelligence WPAFB

		



		Integrated Threat Assessment (ITA)

		U-S

		Various

		SAF/AQ for Special Assess Programs/AFOSI WPAFB 

		See Note



		Technology Targeting Risk Assessment

		U-S

		Various

		Defense Intelligence Agency

		



		System Threat Assessment Report (STAR)

		S

		

		Defense Intelligence Agency

		See Note



		Supply Chain Threat Assessments



		iDirect M1D1T Hub-Line Card Assessment

		TS/SCI

		15 Dec 11

		Defense Intelligence Agency

		



		Cisco Router IOS with Advance Security Option (ASO)  Assessment

		TS/SCI

		15 Dec 11

		Defense Intelligence Agency

		



		EO/IR Sensor Assessment

		TS/SCI

		15 Dec 11

		Defense Intelligence Agency

		



		Other Threat Documents



		Targeting U.S. Technologies

		U

		Various

		Defense Security Service

		



		Technology Collection Trends in the U.S. Defense Industry

		U

		Various

		Defense Security Service

		



		Annual Report to Congress on Foreign Economic Collection and Industrial Espionage

		U

		Various

		Office of National Counterintelligence Executive

		



		Weekly PJ-Mail (Blueline, Redline, etc.)

		S

		Various

		AFOSI Det 2/ Counterintelligence WPAFB

		See Note







Note:  To request access to classified products, contact ASC/XXOS at DSN 785-1234.



Expectations: As threat products are received, provide pointers/references for these documents in Table 5.1.  This table should be comprehensive by Milestone B.  For the Supply Chain Threat Assessments, document each critical component supplier (or potential supplier) that has been assessed.  Summarize the threats identified in Table 5.1-2. below.



















Table 5.1-2: Identified Threats



		T#

		Threat

		Description

		Consequence of Threat Realization



		1

		HUMINT Collection

		Country X is actively targeting CPI #3 at Location B

		Compromise of U.S. technology lead



		2

		Malicious Code Insertion

		Country Y is known to have inserted malware into the software that Critical Component #2 depends on

		Degraded or untrustworthy performance of targeting module



		3

		

		

		



		4

		

		

		









5.2. Vulnerabilities – The results of vulnerability assessments, red teams, etc. performed to date on the FIREBIRD program are summarized below in Table 5.2-1.



· How will the program identify vulnerabilities (both system-level and in the development environment) to the CPI and mission-critical functions and components? How often will vulnerabilities be re-assessed?

· How often will vulnerabilities be re-assessed?

· How will identified vulnerabilities be mitigated?

· Summarize the results of any vulnerability assessments, red teams, etc. performed to date in Table 5.2-1 below.



Table 5.2-1: Potential CPI and Critical Component Vulnerabilities



		V#

		CPI/Critical Components

		Identified Vulnerabilities



		1

		

		



		2

		

		



		3

		

		









5.3. Countermeasures



· How will countermeasures be selected to protect CPI and critical functions/components?

· How will contracts supporting the acquisition program incorporate protection requirements?  Indicate the RFP Contract Line Item Number (CLIN) or Data Item Description (DID) that will be used to ensure that CPI and critical functions/components are protected in the development environment and on the system

· Succinctly describe the implementation of each countermeasure used to protect CPI and critical functions and components.  Be specific:  If SCRM Key Practices apply, describe which ones; if using Software Assurance techniques, explain which ones.

· Indicate planned implementation and actual implementation as the PPP evolves.  Explain deviations from the plan.

· At a minimum, provide descriptions of the countermeasures in Section 5.3.1- 5.3.5 or rationale for not using them:

5.3.1.  Anti-Tamper



· Who will identify AT requirements  and who is responsible for developing an AT plan?  Include plans for engaging with the Component AT lead and Executive Agent for AT.

· If an AT Plan or AT Plan Waiver has been developed, submit as an Appendix.



5.3.2.  Information Assurance (IA)



· Who is responsible for assessing the adequacy of IA countermeasures for CPI?  What are the key IA schedule milestones?

· How will the appropriate implementation of IA protections for DoD information systems (other than the system being acquired) hosting CPI be ensured?

· How will the appropriate implementation of IA protections for contractor-owned information systems (or other non-DoD information systems) hosting CPI be ensured?

· How will IA controls be negotiated with contractors?  

· Who will ensure these controls are flowed down to subcontractors?  

· Who will keep an inventory of CPI hosted on contractor information systems?

· How will the appropriate implementation of IA protections for the system being acquired (if it includes on-board CPI) be ensured?.	 

· Include the Component CIO approved Acquisition IA Strategy as an Appendix. (See Appendix E description in this document)

Expectation:  IA countermeasures planning should account for the system being acquired and any support information systems that may contain or host CPI and critical functions and components.  The Acquisition IA Strategy documents the plan for implementing IA specifically on the system being acquired.  IA controls can also be applied to protect CPI and critical functions and components as they are handled/transmitted across contractor or partner systems.  For example, contractor development environments may host CPI and should be evaluated for protection.



5.3.3.  Software Assurance



· Who is responsible for Software Assurance?

· How will software be designed and tested to assure protection of critical functionality and CPI?  

· How will software architectures, environments, designs, and code be evaluated with respect to CVE (Common Vulnerabilities and Exposures), CAPEC (Common Attack Pattern Enumeration and Classification), and CWE (Common Weakness Enumeration)? 

· CVE – Used to identify and coordinate SW vulnerabilities that enable various types of attacks.

· CAPEC – Used for the analysis of common destructive attack patterns

· CWE – Used to examine software architecture/design and source code for weaknesses.

· How will COTS software and software of unknown pedigree (i.e., software from sources buried in the supply chain) be protected and tested/vetted?

· How will the critical functions and CPI be protected in the operational system?

· How will the development environment be protected?

· List the development environment tools

· Who has access to the development environment? 

· Who will be responsible for maintaining a list of cleared, US citizens as well as foreign nations/nationals that have access?  

· Where will the list be stored, and how often will it be updated?

· P/A indicates planned/actual – explain any deviations from planned testing/evaluation rates. For further details see key practices 9, 11, 16,17,19,21 and 23 in the “Key Practices and Implementation Guide for DOD Comprehensive National Cyber Initiative 11 Supply Chain Risk Management Pilot Program.” 

Table 5.3.3-1:  Application of Software Assurance Countermeasures (sample)



		Development Process



		Software (CPI, critical function components, other software)

		Static Analysis

 p/a (%)

		Design Inspect

		Code Inspect p/a (%)

		CVE

p/a (%)

		CAPEC

p/a (%)

		CWE

p/a (%)

		Pen

Test

		Test Coverage

p/a (%)



		Developmental CPI SW

		100/80

		Two Levels

		100/80

		100/60

		100/60

		100/60

		Yes

		75/50



		Developmental Critical Function SW

		100/80

		Two Levels

		100/80

		100/70

		100/70

		100/70

		Yes

		75/50



		Other Developmental SW

		None

		One Level

		100/65

		10/0

		10/0

		10/0

		No

		50/25



		COTS CPI and Critical Function SW

		Vendor SwA

		Vendor SwA

		Vendor SwA

		0

		0

		0

		Yes 

		UNK



		COTS (other than CPI and Critical Function) and NDI SW

		No

		No

		No

		0

		0

		0

		No 

		UNK



		Operational System



		

		Fallover Multiple Supplier Redundancy

(%)

		Fault Isolation

		Least Privilege

		System Element Isolation

		Input checking / validation

		SW load key



		Developmental CPI SW

		30

		All

		All

		Yes

		All

		All



		Developmental Critical Function SW

		50

		All

		All

		Yes

		All

		All



		Other Developmental SW

		None

		Partial

		None

		None

		All

		All



		COTS (CPI and CF) and NDI SW

		None

		Partial

		All

		None

		Wrappers/all

		All



		Development Environment



		SW Product

		Source

		Release Testing

		Generated Code inspection p/a (%)

		

		

		

		

		



		C Compiler

		No

		Yes

		50/20

		

		

		

		

		



		Runtime libraries

		Yes

		Yes

		70/none

		

		

		

		

		



		Automated test system

		No

		Yes

		50/none

		

		

		

		

		



		Configuration management system

		No

		Yes

		N/A

		

		

		

		

		



		Database

		No

		Yes

		50/none

		

		

		

		

		



		

		

		

		

		

		

		

		

		



		Development Environment Access

		Controlled access; Cleared personnel only







5.3.4.  Supply Chain Risk Management (SCRM):  The Firebird Program Office, working with the prime and sub-contractors, have examined supply chain processes for potential risks.  SCRM actions taken by the Firebird Program Office are outlined in ANNEX I.  (Elaborate on what action(s) have been or will be taken to identify vulnerabilities in the supply chain of the program’s electronics and information processing systems that potentially compromise the level of trust in the systems.  Detailed SCRM guidance can be found in the DoD Supply Chain Risk Management Key Practices Guide located on the 88 ABW/IPA CoP, Supply Chain Risk Management folder.)



· How will the program manage supply chain risks to CPI and critical functions and components?

· Explain how supply chain threat assessments will be used to influence system design, development environment, and procurement practices.  Who has this responsibility?  When will threat assessments be requested?



5.3.4.1.  Trusted Suppliers – There are no Application Specific Integrated Circuits (ASIC) required for the FIREBIRD UAV system.  Consequently, the use of Trusted Suppliers is not an issue with this program.



· Will any ASICs require trusted fabrication?

· How will the program make use of accredited trusted suppliers of integrated circuit-related services?



During the CPI identification process, if information and communication technology (ICTs) are identified as CPI, PMs should first consider Trusted Foundry as the means to mitigate supply chain risks.  The Trusted Foundry exists to produce Trusted Application Specific Integrated Circuits (ASICs).  The Trusted Access Program Office (TAPO) maintains a list of trusted manufacturers.  The Defense Microelectronics Activity (DMEA) manages the program for TAPO.  Any government-sponsored program can use the Trusted Foundry, including DoD sponsored programs, government agencies and DoD contractors.  Information for DMEA and the Trusted Foundry can be found at http://www.dmea.osd.mil/trustedic.html.



5.3.4.2.  Counterfeit Prevention



· What counterfeit prevention measures will be in place?  How will the program mitigate the risk of counterfeit insertion during Operations and Maintenance?



5.3.5.  System Security Engineering



· Who is responsible for system security engineering?

· Describe the linkage between system security engineering and the Systems Engineering Plan.  How will system security design considerations be addressed?



5.3.6.  General Countermeasures – Table 5.3.6-1 below summarizes generic countermeasures or security activities applicable to all program information, facilities, and personnel that support FIREBIRD activities and contribute to the protection of FIREBIRD CPI and critical functions and components.











Table 5.3.6-1:  Generic Program Countermeasures/Security Activities (mandated)



		Type

		Detail



		COMSEC (Development Environment)

		· Program Office Policy XX-XXX details program COMSEC countermeasures that are implemented at each government facility.



		OPSEC

		· Program Management Directive XX-XXX will be tailored to satisfy specific security requirements of individual FIREBIRD UAS activities

· The FIREBIRD UAS effort will comply fully with AFI 10-701, Operations Security

· The FIREBIRD UAS OPSEC plan identifies all FIREBIRD UAS critical information



		Foreign Visit Program

		· Program office personnel, other government organizations and contractors will adhere to approved visit procedures for the facility being visited.



		CPI Protection Training

		· The PM has instituted a tiered training program accomplished annually.  Tier 1 is for general training of what CPI is and Tier II is for personnel who actually handle, store, develop and/or maintain CPI.  All industry partners who have this PPP, implemented via DD Form 254, DoD Contract Security Classification Specifications, will implement this tier training. 



		Information Assurance (Development Environment)

		· Prime contractor network security architecture and configuration will be managed by the CIO.  Network security procedures and countermeasures applicable to subnets containing government CUI are available upon request.  The program will comply with DTM 08-027 “Security of Unclassified DoD Information on Non-DoD Information Systems”.



		Secure System Administration

		· System configuration will be managed remotely by the DISA GNSC/TNC administrators.



		Personnel Security

		· The ISR Directorate (ASC/WI) security office is responsible for reviewing personnel security procedures at all ISR Directorate and FIREBIRD UAS industry locations.  This will be coordinated with DSS for industry reviews. 



		Industrial Security

		· Security protection requirements will be incorporated into all FIREBIRD UAS contracting activities.  Government procedures and instructions for preparing DD Forms 254, Contract Security Classification Specifications, will ensure that contractors are provided quality acquisition security, Program Protection, and classification management guidance.









6.0.  Other System Security Related Plans and Documents:  The following table contains the security or protection plans that implement countermeasures, support, and/or affect the FIREBIRD program.



Table 6.0-1:  Other System Security Related Plans and Documents



		Plan

		Organization

		Link/POC



		Counterintelligence Support Plan

		AFOSI Det 123

		Agent John Doe



		Test & Evaluation Master Plan

		TEMP Approval Authority

		Wile E. Coyote



		System Engineering Plan

		SEP Approval Authority

		I.R. Smart



		GPS PPP

		GPS Program Office - LA AFB

		GPS Guy



		Software Secure Coding Standards

		Contractor SW Design Lead

		



		Trusted Software Design Techniques

		Contractor SW Design Lead

		



		Foreign Travel Training

		AFOSI Det / Contractor FSO

		



		Foreign Visit Processes

		ISR Directorate Security / 

Contractor FSO

		





DoD Expectation:  If Technical Assistance Agreements, Memoranda of Agreement (MOA), Memoranda of Understanding (MOU), or other similar agreements have been signed, reference or link to them in an additional table with a description of the key commitments.





7.0.  Program Protection Risks:  Currently there are no unmitigated risks relating to program CPI.  If any unmitigated risks are identified in the future, they will be detailed in the table 7.0-1 below.



· Describe how Program Protection risks (cost, schedule, technical) will be integrated with overall Program risk management.

· Discuss the approach to identifying residual risks of CPI and critical function and component compromise after countermeasure implementation.  Are there any unmitigated risks?  



Table 7.0-1:  Unmitigated Program Protection Risks



		Location

		Unmitigated Risks

		Justification

		Future Mitigation Plan



		N/A

		N/A

		N/A

		N/A







· Include a risk cube and mitigation plan for the top Program Protection risks.



Table 7.1-1:  Risk Cube





		Likelihood                              (Probability of Compromise)

		81-99% 

		

		

		

		

		



		

		61-80% 

		

		

		

		

		



		

		41-60% 

		

		

		

		

		



		

		21-40% 

		

		

		

		

		



		

		1-20% 

		

		

		

		

		



		

		

		1

		2

		3

		4

		5



		

		

		Impact / Consequence                                      (Effects of Compromise)











		Level 

		Impact / Effects of Compromise 



		1

		Reduce technological advantage 



		2

		Shorten the expected combat-effective life of the system 



		3

		Could cause significant degradation in mission effectiveness 



		4

		Significantly alter program direction 



		5

		Would enable an adversary to defeat, counter, copy, or reverse engineer the technology or capability 



















8.0.  Foreign Involvement -  The program currently has no foreign involvement.  There is a potential for future involvement with Canada and Germany.  If any foreign military sales or co-production activities become formalized, the PPWG will be convened to address foreign sales security concerns.  Should the program include FMS involvement in the future, a Technology Assessment and Control Plan (TA/CP) will need to be produced and staffed through SAF/IA to identify a systems release determination strategy by the FIREBIRD PPWG.  (An example of a TA/CP is included as a starting point in Annex H.)



· Summarize any international activities and any plans for, or known, foreign cooperative development or sales of the system.

· What are the applicable Technology Security and Foreign Disclosure (TS&FD) processes that will provide guidance to safeguard the sharing of program information with allies and friends?

· Have previous generations of this system been sold to foreign allies?  Have similar systems been sold?

· How will export requirements/restrictions be addressed if a foreign customer/sale is identified?  Who is responsible for implementing these requirements?



Table 8.0-1:  Foreign Involvement Summary



		This system is US ONLY (Yes, No, Unknown): Yes



		This system is intended for CONUS deployment only (Yes, No, Unknown):  NO.  It is intended for global deployment.



		Approved Disclosures of CPI:  TBD



		TA/CP Exists (Yes, No, Unknown):  No



		Type of Foreign Involvement

(IC, FMS, DCS)

		Likelihood of Foreign Involvement        (H, M, L)

		Status (Perceived/Established)

		Agreements/Licenses in Place (if known)

		Who is Involved?



		FMS

		M

		Perceived

		None

		Possibly Canada and Germany









8.1.  Defense Exportability Features



· What are the impacts and risks to the program from foreign military sales and direct commercial sales?  Who is responsible for managing these?  

· Will the program be a viable Defense Exportability Feature (DEF) candidate to develop, plan, and design an export variant during the research and development phase?

· [bookmark: _GoBack]Include a hotlink to the relevant DEF discussion in the Technology Development Strategy and/or Acquisition Strategy.



9.0.  Processes for Program Management and Implementation of PPP - Primary responsibility for execution of the PPP during design, development, and test lies with the FIREBIRD PM.  The PM is accountable to the Government for ensuring security is maintained throughout the program.  The Program Office Protection Lead (POPL) is tasked with implementation and monitoring of program security efforts to effect countermeasures and procedures defined as part of the PPP.  Additionally, the PM designates the POPL as the main program facilitator for the Program Protection Working Group.  This group represents all functional offices, agencies, and industry including the prime and their sub contractors, charged with protecting the program from a multitude of security threats.  The PPWG make up is determined by the phase of the program and issues being addressed.  Table 9.0-1 is a list of functional areas available to support the PPWG as needed.  The POPL determines the make-up of the PPWG prior to each meeting based on issues the PPWG will address.  



Table 9.0-1:  Program Protection Working Group (PPWG) Membership



		Program Manager

		Lead Engineer

		POPL

		COMSEC Manager



		Logistics  Manager

		Information Assurance

		Contracting Manager

		Financial Manager



		Test Manager

		Contractor Security Rep

		Counterintelligence

		Intelligence Manager



		Operational Command Representative

		DSS

		Contractor Functional Experts

		







9.1.  Audits/Inspections -  

· Summarize the timing of security audits/inspections.  How will contractor security requirements be enforced? Who is responsible for this?

Oversight and inspection of CPI and critical component protection measures is conducted by both the Defense Security Service (DSS) and the POPL.  DSS conducts periodic audits, reviews, and/or inspections of Defense Contractor Facilities to ensure proper implementation of required countermeasures which fall within the NISPOM.  The POPL will conduct an annual inspection of implemented protection countermeasures which fall outside of normal NISPOM requirements.  The POPL works with the local DSS office to ensure gaps in protection are identified and reviews the contractor’s annual DSS report for trend analysis.  The POPL also establishes the frequency of non-DSS inspections.  Ideally, the POPL and DSS will conduct a joint inspection.  However, due to schedule conflicts this might not be possible.  Audits, reviews, inspections, and/or program protection surveys should be conducted on an annual basis, at a minimum, at all locations that handle, process, and store FIREBIRD CPI.  Specific threats and vulnerabilities of each location may be cause for more frequent validations.  The evaluating party (DSS or POPL) will provide a written report to the PM documenting the results of a countermeasure implementation evaluation within 30 days of completion.  All inspection reports will be reviewed by the PPWG to ensure deficiencies noted in annual inspections have been mitigated.  Identified deficiencies which cannot be corrected will be briefed to the PM and contracting officer for further resolution.  

9.2.  Engineering/Technical Reviews – 

· How will system security requirements be addressed in Systems Engineering Technical Reviews, functional/physical configuration audits, etc?  Who is responsible for this?

· What Program Protection entry/exit criteria will be used for these reviews?

CPI protection requirements are relayed through several means.  Requirements are developed and relayed through the PPWG as well as Request for Proposal (RFP) language and contracts.  All RFPs and Statement of Work are reviewed by the POPL to ensure they contain the appropriate CPI protection requirements.  If CPI protection requirements change during the course of a contract, the POPL and Contracting Manager will develop the appropriate change letter or contract modification to relay the new CPI protection requirements.

9.3.  Verification and Validation – 

· Explain how the program will integrate system security requirements testing into the overall test and evaluation strategy.  Who is responsible for this?

· Link to relevant discussion in T&E documents.  

The FIREBIRD program contains CPI inherited from one or more DoD programs.  This CPI is identified in section 3.  Both government and industry have the responsibility of applying protection countermeasures as directed by the inherited PPP and SCG.  Industry partners, handling, storing, integrating these CPI items must implement the required protection countermeasures.  Since the inherited CPI is identified in this PPP, this PPP serves as the requirement to protect.  Additionally, the CPI protection methods must be incorporated in the applicable tier training as necessary.   

9.4.  Sustainment -    

· How will Program Protection requirements and considerations be managed in sustainment?  Who is responsible for this?

· Link to the relevant Lifecycle Sustainment Plan (LCSP) language.



10.  Processes for Monitoring and Reporting Compromises



10.1.  Reporting the loss or comprise of  program or inherited program CPI is required.  If any person or office becomes aware of, or detects the loss or compromise of CPI, that person or office will immediately notify their respective Facility Security Officer (FSO) or security manager of the events surrounding the loss or compromise.  The FSO or Security manager will then immediately notify the POPL.  The POPL will coordinate with the PM and supporting Counterintelligence office as outlined in the Counterintelligence Support Plan.  To prevent additional loss or compromise, the POPL may implement additional countermeasures which may require immediate implementation.



11. Program Protection Costs



11.1.  Security Costs - Program protection security costs are normally within NISPOM requirements.  These costs will be included in the contractor’s administrative charges.  Some examples of these countermeasure costs could be – safes, security clearances, access controls, security training, direction for on-site protection, storage, marking, and destruction of information both classified and unclassified.  



Indicate/estimate the security costs associated with Program Protection that exceed normal NISPOM costs. 

· Will SCIFs or other secure facilities require construction specifically for CPI protection?

· If limited access rosters or other similar instruments will be used, how much will development and maintenance of the roster cost?

   

Table 11.1-1:  Security Costs above NISPOM Requirements



		Cost Type

		Activity

		Responsibility

		Cost



		SCIF build

		2 SCIFs established for CPI protection

		1 Time

		$$



		OPSEC

		Plan implementation X $$$

		Annual

		$$



		PPS

		1X each location where CPI fielded

(4 locals @ 2K - $8K)

		Annual

		$$



		Total cost

		

		

		$$









11.2.  Acquisition and Systems Engineering Protection Costs - Countermeasure implementation costs which fall outside the NISPOM requirements are identified in Table 11.2-1 below.  



· Indicate/estimate the design, engineering, development, testing, and other costs related to Program Protection activities (e.g. CPI identification, criticality analysis, vulnerability assessment, countermeasure development, etc.). 

· How will non-recurring engineering costs associated with Program Protection requirements be accounted for?

· Describe the programs approach to using projected cost-benefit tradeoffs in countermeasure selection.



Table 11.2-1: Acquisition and Systems Engineering Protection Costs



		Cost Type

		Activity

		Responsibility

		Cost



		Engineering

		Incorporate CA, protection design alternative trade studies and system security requirements into RFP scope

		PM

		$$



		

		CA and design alternative trade study

		Prime Contractor

		$$



		

		Anti-tamper

		Prime Contractor

		$$



		

		Trusted Foundry

		Supplier

		$$



		Supply Chain Risk Management

		Evaluate supplier lists

		PM, DIA TAC

		$$



		Verification & Validation

		Software code analysis

		PM, Gunter AFB

		$$



		

		V&V for anti-tamper architecture

		AF AT

		$$



		

		Verify satisfaction of system security requirements

		PM, verification team

		$$



		Sustainment

		Anti-counterfeit measures

		Depot

		$$



		Total

		

		

		$$
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This Annex to the Firebird UAS PPP outlines the applicable DoD, Air Force, Federal and other agency guidance and terms governing all aspects of the PPP.

 

Questions regarding this Annex can be addressed with the Firebird POPL at DSN 785-1211. 







								

A.1. REFERENCES



PROGRAM PROTECTION 

AFPAM 63-1701, Program Protection Planning, 27 Mar 03 
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A.2. TERMS



1.	Acquisition Facilities:  DoD facilities primarily involved in activities related to research, development of systems, testing, or evaluation of test results.

2.	Acquisition Systems Protection (ASP):  The safeguarding of defense systems anywhere in the acquisition process, the defense technologies being developed that could lead to weapon or defense systems, and defense research data.  ASP integrates all security disciplines, counterintelligence, and other defensive methods to deny foreign collection efforts and prevent unauthorized disclosure to deliver to our forces uncompromised combat effectiveness over the life expectancy of the system.

3.	Adversary:  A foreign interest (individual, group, organization, or government) or U.S. insider that conducts, or has the intent and/or capability to conduct, activities to collect CPI.

4. 	Anti-Tamper: The systems engineering activities intended to prevent and/or delay exploitation of critical technologies in U.S. weapon systems. These activities involve the entire life-cycle of systems acquisition, including research, design, development, implementation, and testing of AT measures.

5.	Component Intelligence (Counterintelligence) Analysis Centers:  Within this Manual, the organizations of the DoD Components that produce the Multi-Discipline Counterintelligence (MDCI) Threat Assessments for use in program protection planning.  In some DoD Components, these organizations are labeled as intelligence organizations, while in others they are part of counterintelligence organizations.

6.	Compromise:  The unauthorized or inadvertent disclosure, destruction, transfer, alteration, or loss of CPI, or classified information or material.

7.	Counterintelligence:  Those activities intended to detect, counteract, and/or prevent espionage and other clandestine intelligence activities, sabotage, international terrorist activities, or assassinations conducted by or on behalf of foreign powers, organizations or persons; it does not include personnel, physical, document, or communications security programs.

8.	Counterintelligence and Security Countermeasures (CI/SCM) Support Element:  The organizational elements that provide staff-level functional support to program managers in the areas of counterintelligence, security programs and countermeasures, or operations security.

9.	Countermeasures:  The form of military science that, by employment of devices and/or techniques, has as its objective the impairment of the operational effectiveness of enemy activity (JCS Pub 1-02, reference (b)).  Countermeasures may include anything that effectively negates an adversary's ability to exploit vulnerabilities.

10.	Critical Component:  A subsystem, assembly, or component of a system that itself delivers mission critical functionality to the system, or that may, by virtue of system design, expose vulnerability in the mission critical functions of other components within the system.



11.	Critical Program Information (CPI):  Information about the program, technologies, and/or systems that if compromised would could cause significant degradation in mission effectiveness, shorten the expected combat-effective life of the system, reduce technological advantage, significantly alter program direction, or enable an adversary to defeat, counter, copy, or reverse engineer the technology or capability.  It includes information about applications, capabilities, processes, and end-items, elements or components critical to a military system or network mission effectiveness, and technology that would reduce the US technological advantage if it came under foreign control.



12.	Delegation of Disclosure Authority Letter (DDL):  A letter required as part of the Technology Assessment/Control Plan, prepared by the cognizant DoD Component, that provides detailed guidance regarding releasibility of all elements of the system or technology in question.  The DDL must be approved by Under Secretary of Defense for Policy (USD (P)) before any promise or release of sensitive technology.

13.	Foreign Intelligence Collection Threat:  The potential of a foreign power, organization, or person to overtly or covertly collect information about U.S. acquisition program technologies, capabilities, and methods of employment that could be used to develop a similar weapon system or countermeasures to the U.S. system or related operations.

14.	Foreign Interest:  Any foreign government, agency of a foreign government, or representative of a foreign government; any form of business enterprise or legal entity organized, chartered, or incorporated under the law of any country other than the United States or its possessions and trust territories, and any person who is not a citizen or national of the United States.

15.	Horizontal Protection:  The method that identifies the countermeasures being applied that are above and beyond normal security procedures for the same or similar CPI associated with more than one program, component, system, or subsystem.

16.	Infrastructure:  Items that are used by more than one acquisition program in the pursuit of the development of defense systems.  Infrastructure includes laboratories, test facilities, the policy and procedure structure, and education and training organizations.

17.	Integrated Threat Assessment:  An assessment made by the cognizant DoD Component that describes those foreign governments, entities, or activities that have the interest and capability to collect information about a system under development.

18.	International Program:  DoD international programs include, but are not limited to, FMS, DCS, Co-Production/License, Leases, Foreign Test of U.S. Equipment, and Coalition Warfare Programs.

19.	Matrix Support Element:  (See definition 7, above, Counterintelligence and Security Countermeasures (CI/SCM) Support Element.)

20.	Milestone Decision Authority:  The individual designated in accordance with criteria established by the Under Secretary of Defense for Acquisition and Technology to approve entry of an acquisition program into the next phase of the acquisition process.

21.	Operations Security (OPSEC):  A process of analyzing friendly actions attendant to military operations and other activities to:

a.	Identify those actions that can be observed by adversary intelligence systems.

b.	Determine the indicators hostile intelligence systems might obtain that could be interpreted or pieced together to derive critical information in time to be useful to adversaries.

c.	Select and execute measures that eliminate, or reduce to an acceptable level, the vulnerabilities of friendly actions to adversary exploitation.

22.	Program Information:  For the purposes of this program, information that includes programmatic data and/or information and weapons system, subsystem, or component information.

23.	Program Protection:  The safeguarding of defense systems and technical data anywhere in the acquisition process to include the technologies being developed, the support systems (e.g., test and simulation equipment), and research data with military applications. This protection activity involves integrating all security disciplines, counterintelligence, and other defensive methods to protect the essential program information, technologies, and systems data from intelligence collection and unauthorized disclosure.

24.	Program Office Protection Lead (POPL):  The person (government, contractor, or military) who facilitates, coordinates, tracks, and documents the program protection planning process including the decision rationale.

25.	Program Protection Inspection:  An inspection, conducted at a defense contractor facility, to assess compliance with the contractually imposed countermeasures requirements developed by the program protection planning process.  The Defense Investigative Service will normally conduct these inspections as part of its periodic industrial security inspections of the facility.

26.	Program Protection Plan (PPP):  A comprehensive protection and technology control management plan established for each defense acquisition program to identify and protect classified and other sensitive information from foreign intelligence collection or unauthorized disclosure.  (The PPP is designed to negate the Program Protection Threats and Vulnerabilities.)

27.	Program Protection Survey:  A survey, conducted during each acquisition phase, to assess the effectiveness of the countermeasures prescribed in the program protection plan at a specific point in time.

28.	Program Protection Threats:  The program protection threats include life-cycle protection threats, foreign intelligence collection efforts, and unauthorized disclosure of critical program information, technologies, and systems during the acquisition process.

29.	Risk Assessment:  The process of estimating the possibility of losing CPI and the resulting adverse impact on the program, against the cost to protect CPI and the value it adds to the program.  That process includes an evaluation of threats (operational, intelligence collection, and environmental) and identified vulnerabilities subject to adversary exploitation.

30.	Risk Management:  The comparison and analysis of the relative threat (intent and capability to collect the information), the vulnerability of the asset, the cost and administrative burden of possible countermeasures, and the value of the asset used to determine the appropriate level of protection to control and reduce the risk of compromise, or disclosure, to acceptable levels.  Risk management allows the acceptance of risk in the security process based upon a cost-benefit analysis.

31.	Sensitive Information:  Any information that the loss, misuse, or unauthorized access of would or could adversely affect the organizational and/or national interest, but which does not meet classification criteria specified in DoD 5200.1-R (reference (c)).

32.	Special Access Program:  Any program imposing need-to-know or access controls beyond those normally provided for access to Confidential, Secret, or Top Secret information.  Examples of such controls include, but are not limited to: special clearance, adjudication, or investigative requirements; special designation of officials authorized to determine need to know; or special lists of persons determined to have a need-to-know.

33.	System Decomposition:  The separation of the major mission functions and capabilities of the system and the identification of those components or technologies that give the system this ability.

34.	System Threat:  The threat to be countered by the defense system being acquired.

35.	System Threat Assessment Report (STAR):  The basic authoritative threat assessment tailored for and focused on a particular (i.e., single) U.S. major defense system.  It describes the threat to be countered in the projected threat environment.  The threat information should reference DIA-validated documents.

36.	Technology:

a.	The information and know-how (whether in tangible form, such as models, prototypes, drawings, sketches, diagrams, blueprints, or manuals, or in intangible form, such as training or technical services) that can be used to design, produce, manufacture, utilize, or reconstruct goods, including computer software and technical data, but not the goods themselves.  (Export Administration Act of 1979, as amended in 1981, 1985 and 1988, reference (d)).

b.	The technical information and know-how that can be used to design, produce, manufacture, use, or reconstruct goods, including technical data and computer software.  The term does not include the goods themselves.  (DoD Directive 2040.2, reference (e)).

37.	Technology Assessment/Control Plan (TA/CP):  The document that identifies and describes sensitive program information; the risks involved in foreign access to the information; the participation in the program or foreign sales of the resulting system; and the development of access controls and protective measures as necessary to protect the U.S. technological or operational advantage represented by the system.

38.	Technology Transfer:  Transferring, exporting, or disclosing defense articles, defense service, or defense technical data covered by the U.S. Munitions List to any foreign person or entity in the United States or abroad.

39.	Threat:  The sum of the potential strengths, capabilities, and strategic objectives of any adversary that can limit or negate U.S. mission accomplishment or reduce force, system, or equipment effectiveness.  (See definition 28, above, Program Protection Threats.)

40.	Time- or Event-Phased Classification Guide:  The adaptation of the DoD security classification guide to the acquisition process addressing the essential program information, technologies, or systems and the associated subsystems and technologies during each phase of the acquisition process.  The guide indicates classification or sensitivity and the date or event that will cause a change to the level of the classification or sensitivity.

41.	Verification & Validation (V&V):  Government activities that validate the PM’s AT plan and verify that the AT implementation is correct.



42.	Vulnerability:  The susceptibility of systems or components to the threat in a given environment.



A.3. ACRONYMNS



ACAT	Acquisition Category

AFOSI	Air Force Office of Special Investigations

AIS	Automated Information System

ASD(C3I)	Assistant Secretary of Defense for Command, Control, Communications and Intelligence

AT	Anti-tamper


CDRL	Contract Data Requirements List

CI	counterintelligence

COMSEC	communications security

CONUS	Continental United States

CPI	Critical Program Information

CT	Critical Technology


DAB	Defense Acquisition Board

DASD(I)	Deputy Assistant Secretary of Defense for Intelligence

DDL	Delegation of Disclosure Authority Letter

DESA	Defense Evaluation and Support Agency

DIA	Defense Intelligence Agency

DID	Data Item Description

DIS	Defense Investigative Service

DISP	Defense Industrial Security Program 

DoD	Department of Defense

DSN	Defense Switched Network

DT&E	Development, Test and Evaluation


FOUO	For Official Use Only


HUMINT	Human Intelligence


IA	Information Assurance

IG, DoD	Inspector General of the Department of Defense

IOC	Initial Operational Capability

ISM	Industrial Security Manual

ITA	Integrated Threat Assessment


MCTL	Militarily Critical Technology List

MDA	Milestone Decision Authority

MNS	Mission Needs Statement

MRTFB	Major Range and Test Facility Base


NDP	National Disclosure Policy

NISP	National Industrial Security Program

NISPOM	National Industrial Security Program Manual 

NOCONTRACT	Not Releasable to Contractors and/or Consultants


OASD (C3I)	Office of the Assistant Secretary of Defense for Command, Control, Communications and Intelligence

OPR	office of primary responsibility

OPSEC	Operations Security

ORCON	Dissemination and Extraction of Information Controlled by Originator

OT&E	operational test and evaluation

OUSD (A&T)	Office of the Under Secretary of Defense for Acquisition and Technology


PEO	Program Executive Officer

PM	Program Manager (also project or product manager)

POC	point of contact

POPL	Program Office Protection Lead

PPP	Program Protection Plan

PPS	Program Protection Survey



R&D	Research and Development



S&T	Science and Technology, or Science and Technical

SAP	Special Access Program

SCRM	Supply Chain Risk Management

SEMP	System Engineering Management Plan

SOT	Subsystem or Technology

SSE	System Security Engineering

SSEM	System Security Engineering Manager

SSMP	System Security Management Plan

STAR	System Threat Assessment Report

STU	Secure Telephone Unit


TA/CP	Technology Assessment/Control Plan


USD (AT&L)	Under Secretary of Defense for Acquisition, Technology, and Logistics

USD (P)	Under Secretary of Defense for Policy



V&V	Verification and Validation


WBS			      Work Breakdown Structure

WRM			      War Reserve Material
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FIREBIRD UAS



SECURITY CLASSIFICATION GUIDE (SCG)
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The Firebird UAS SCG is maintained as a standalone document.



Questions regarding this Annex can be addressed with the Firebird UAS POPL at DSN 785-1211.
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FIREBIRD UAS



COUNTERINTELLIGENCE SUPPORT PLAN (CISP)



[image: firebird_logo.jpg]



The Firebird UAS CISP is maintained as a standalone document.



Questions regarding this Annex can be addressed with the Firebird UAS POPL at DSN 785-1211.
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Appendix D:  Criticality Analysis

· Document the results of the most recent Criticality analysis in table C-1 below.  The CA should be updated regularly (e.g. at each SE Technical Review)

· Early in the program lifecycle, the CA may only be able to identify missions or missions and critical functions.

· Criticality should be assessed in terms of relative impact on the system’s ability to complete its mission if the component fails. Level I is total mission failure, Level II is significant/unacceptable degradation, Level III is partial/acceptable, and Level IV is negligible.



Table D-1:  Criticality Analysis Part 1 – Missions, Functions, and Components



		Missions

		Critical Functions

		Supporting Logic-Bearing Components

(Include HW/SW/Firmware)

		System Impact

(I, II, III, IV)



		Mission 1

		Data Fusion

		Processor X

		II



		

		

		SW Module Y

		I



		

		Fire Control

		Database Z

		III



		

		

		SW Module A

		I



		

		Critical Function 3

		Processor X

		II



		

		

		Sensor A

		IV



		Mission 2

		Critical Function 4

		Sensor B

		I



		

		

		Radar A

		I



		

		Critical Function 5

		Processor Y

		II



		

		

		SW Module B

		II



		

		Critical Function 6

		Database Y

		III



		

		

		Integrated Circuit A

		I



		Mission 3

		Data Fusion

		Processor X

		II



		

		

		SW Module Y

		I







System Impact Legend: Level I = Total Mission Failure; Level II = Significant/Unacceptable Degradation; 

Level III = Partial/Acceptable; Level IV = Negligible.





The Level I and Level II components identified in Table C-1 were then prioritized for resources and attention based on a variety of factors.  The results of this prioritization are in the table C-2 below.

Note:  Additional blank columns are provided for program-specific analysis/prioritization variables.  The program manager is ultimately responsible for prioritizing effort/resources against critical components, and the purpose of this table is to capture the rationale for that prioritization.



Table D-1:  Criticality Analysis Part II – Critical Component Prioritization



		Critical Components

(Level I/II from

Part 1)

		Missions Supported

(#)

		Source of Item or Component

		Integrated Circuit?

(Y/N)

If Y: what kind?

		Specifically Designed for Military Use?

(Y/N)

		…

		…

		Overall CC Priority (H/M/L)



		

		

		COTS/GOTS/

Developmental Item

		

Legacy/New

		

		

		

		

		



		Processor X

		2

		Development

		New

		Y; ASIC

		Y

		

		

		H



		SW Module Y

		2

		Development

		Legacy

		N

		Y

		

		

		M



		SW Module A

		1

		COTS

		Legacy

		N

		

		

		

		M



		Sensor B

		1

		GOTS

		Legacy

		N

		Y

		

		

		M



		Radar A

		1

		GOTS

		New

		N

		Y

		

		

		M



		Processor Y

		1

		Development

		New

		N

		Y

		

		

		H



		SW Module B

		1

		COTS

		Legacy

		N

		N

		

		

		M



		Integrated Circuit A

		1

		Development

		New

		Y; ASIC

		Y

		

		

		H
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NOT RELEASABLE TO FOREIGN NATIONALS

Foreword



1.  The reuse of existing documentation in preparing the Acquisition IA Strategy document is strongly encouraged where practicable.  For example, the integrated schedule in the program’s approved Acquisition Strategy may be referenced in the “program information” section.  However, it is incumbent on the submitting PMO to ensure that any such information is readily available to the document review/approval chain by providing copies of the referenced documents in conjunction with the Acquisition IA Strategy document. References to draft documents are not sufficient to support approval of the Acquisition IA Strategy document.



2.  In consideration of the different levels of maturity relative to acquisition phases, and to encourage brevity and focus, the following page limitations are imposed:

· Acquisition IA Strategies are not required for Material Development Decisions (MDD)

· Acquisition IA Strategies for Milestone A -  7 pages

· Acquisition IA Strategies for Milestone B or C – 15 pages

· Acquisition IA Strategies for Full Rate Production (FRP) or Full Deployment Decision (FDD) - 15 pages

Tables of content, acronym lists, signature sheets and executive summaries are not required, but if included do not count against the page limitations. 



3.  As part of the Acquisition Documentation Streamlining effort, DOASD(I&IA) has reached agreement with DASD(SE) proposal that the Acquisition IA Strategy be included as an appendix to the Program Protection Plan.  This does not affect the current review and approval process for the Acquisition IA Strategy document, since only documents that have been approved by the Component CIO and reviewed by the DoD CIO (with a formal review report issued by ODASD(I&IA)/DIAP)) will be appended to the PPP.

   

4.  Program offices should utilize the template on the following page in the preparation of their Acquisition IA Strategy documents.



5.  IA threats must be included in the PPP threat table.



































FIREBIRD Acquisition IA Strategy



I.	Program and System Description.  

A.	Program Information  (Applicable to MS A, B, C, FRP/FDD)

Identify the Acquisition Category (ACAT) of the program. Identify current acquisition life-cycle phase and next milestone decision.  Include a graphic representation of the program's schedule.   

B.	System Description  (Applicable to MS A, B, C, FRP/FDD)

Include or reference a high-level overview of the specific system being acquired.  Characterize the system as to type of DoD information system (AIS application, enclave, platform IT interconnection, outsourced IT-based process), or as Platform IT without a GIG interconnection.   Include or reference a graphic (block diagram) that shows the major elements/subsystems that make up the system or service being acquired, and how they fit together. Describe or reference the system's function, and summarize significant information exchange requirements and interfaces with other IT or systems, as well as primary databases supported.  Identify the primary network(s) to which the system will be connected (e.g. NIPRNET, SIPRNET, JWICS, etc.).  Include a description or graphic defining the system’s accreditation boundary.



II.	Information Assurance Requirements.

A. Sources  (Applicable to MS A, B, C, FRP/FDD)

1.	Mission Assurance Category and Confidentiality Level 

Identify the system's MAC and Confidentiality Level as specified in the applicable capabilities document, or as determined by the system User Representative on behalf of the information owner, in accordance with DoD Instruction 8500.2.   If the system architecture includes multiple segments with differing MAC and CL combinations, include a table listing all segments and their associated MAC and CL designations, as well as a brief rationale for the segmentation.

2.	Baseline IA Control Sets

Identify the applicable sets of Baseline IA Controls from DoD Instruction 8500.2 that will be implemented. A listing of individual controls is not required.

3.	ICD/CDD/CPD specified requirements

List any specific IA requirements identified in the approved governing capability documents (e.g. Initial Capabilities Document, Capability Development Document or Capability Production Document).

4.	Other requirements

List any IA requirements specified by other authority (i.e. Component mandated).

B.	IA Budget (scope and adequacy)  (Applicable to MS A, B, C, FRP/FDD) 

Describe how IA requirements for the full life cycle of the system (including costs associated with certification and accreditation activities) are included and visible in the overall program budget.  Include a statement of the adequacy of the IA budget relative to requirements.



III.	System IA Approach (high level):    (Applicable to MS B, C, FRP/FDD)

A. System IA technical approach 

Describe, at a high level, the IA technical approach that will secure the system.  

B. Protections provided by external system or infrastructure

List any protection to be provided by external systems or infrastructure (i.e. inherited control solutions). 

 

IV.	Acquisition of IA Capabilities and Support:  (Applicable to MS B, C, FRP/FDD)

Describe how the program’s contracting/procurement approach is structured to ensure each of the following IA requirements are included in system performance and technical specifications, RFPs and contracts (as well as other agreements, such as SLAs, MOAs, etc.) early in the acquisition life cycle.   

A. System IA capabilities (COTS or developmental contract)

B. GFE/GFM (external programs)

C. System IA capabilities as services (commercial or government)

D. Information Systems Security Engineering (ISSE) services

E. IA professional support services to the program (commercial or government, including C&A support)

Confirm that program contracts/agreements communicate the requirement for personnel performing IA roles to be trained and appropriately certified in IA in accordance with DoD Directive 8570.01. 

 

V.	System Certification and Accreditation: 

A. Process (DIACAP; DCID 6/3, etc)  (Applicable to MS A, B, C, FRP/FDD)

 Identify the specific Certification and Accreditation (C&A) process to be employed (e.g., DoD Information Assurance Certification and Accreditation Process (DIACAP), NSA/CSS Information Systems Certification and Accreditation Process (NISCAP), DoD Intelligence Information System (DODIIS)).  If the system being acquired is platform IT without a GIG interconnection, describe any Component level process imposed to allocate and validate IA requirements prior to operation.  

B. Key role assignments  (Applicable to MS B, C, FRP/FDD)

Include the name, title, and organization of the Designated Accrediting Authority, Certification Authority, and User Representative for each separately accreditable system being acquired by the program.

C.  C&A timeline  (Applicable to MS B, C, FRP/FDD)

Include a timeline graphic depicting the target initiation and completion dates for the C&A process, highlighting the issuance of Interim Authorization to Test (IATT), Interim Authorization to Operate (IATO), and Authorizations to Operate (ATOs).  Normally, it is expected that an ATO will be issued prior to operational test and evaluation.

D.	C&A approach  (Applicable to MS B, C, FRP/FDD)

If the program is pursuing an evolutionary acquisition approach, describe how each increment will be subjected to the certification and accreditation process. If the C&A process has started, identify significant activity completed, and whether an ATO or IATO was issued.  If the system being acquired will process, store, or distribute Sensitive Compartmented Information, compliance with Intelligence Community Directive (ICD) 503 "Intelligence Community Information Technology Systems Security Risk Management, Certification and Accreditation” is required, and the plan for compliance should be addressed.  Do not include reiterations of the generic descriptions of the C&A process (e.g. general descriptions of the DIACAP activities from DoDI 8510.01 and the DIACAP Knowledge Service).



VI.	IA Testing:  

A. Testing Integration  (Applicable to MS A, B, C, FRP/FDD)

Confirm that all IA testing and C&A activities will be/has been integrated into the program's test and evaluation planning, and incorporated into program testing documentation, such as the Test and Evaluation Strategy and Test and Evaluation Master Plan. 

B. Product Evaluation (e.g. IA/IA enabled products) (Applicable to MS B, C, FRP/FDD)

List any planned incorporation of IA products/IA enabled products into the system being acquired, and address any acquisition or testing impacts stemming from compliance with NSTISSP Number 11. 

C. Cryptographic Certification  (Applicable to MS B, C, FRP/FDD)

List any planned incorporation of cryptographic items into the system being acquired, and address any acquisition or testing impacts stemming from the associated certification of the items by NSA or NIST prior to connection or incorporation.



VII.	IA Shortfalls: (Include as classified annex if appropriate)  (Applicable to MS B, C, FRP/FDD)

A. Significant IA shortfalls

Identify any significant IA shortfalls, and proposed solutions and/or mitigation strategies. Specify the impact of failure to resolve any shortfall in terms of program resources and schedule, inability to achieve threshold performance, and system or warfighter vulnerability. If applicable, identify any Acquisition Decision Memoranda that cite IA issues.  If no significant issues apply, state “None”.

B. Proposed solutions and/or mitigation strategies 

If the solution to an identified shortfall lies outside the control of the program office, include a recommendation identifying the organization with the responsibility and authority to address the shortfall. 



VIII.	Policy and Guidance:  (Applicable to MS A, B, C, FRP/FDD)

List the primary policy guidance employed by the program in preparing and executing the Acquisition IA Strategy, including the DoD 8500 series, and DoD Component, Major Command/Systems Command, or program-specific guidance, as applicable. The Information Assurance Support Environment web site provides an actively maintained list of relevant statutory, Federal/DoD regulatory, and DoD guidance that may be applicable.   Capsule descriptions of the issuances are not required.



IX.	Point of Contact:  (Applicable to MS A, B, C, FRP/FDD)

Include the name and contact information for the program management office individual responsible for the Acquisition IA Strategy document. It is recommended that the system’s Information Assurance Manager (as defined in DoD Instruction 8500.2) be the point of contact. 
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The Firebird UAS Anti-tamper Plan is classified and maintained under separate cover.



Questions regarding this Annex can be addressed with the Firebird UAS POPL at DSN 785-1234.
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INTRODUCTION



This ANNEX to the FIREBIRD Program Protection Plan (PPP) addresses two distinct areas; Technology Assessment (TA), or more specifically what technology FIREBIRD utilizes and Control Plan (CP) or what measures should be implemented to protect program technology and information from compromise.  This ANNEX requires periodic review.  It is produced in accordance with:



AFPD 63-17, Technology and Acquisition Systems Program Protection, 26 Nov 01

AFPAM 63-1701, Program Protection Planning, 27 Mar 03

DoD 5200.1-M, Acquisition Systems Program Protection, Mar 94

DoD 5200.39, Security, Intelligence, and Counter-Intelligence Support to Acquisition Program Protection, 10 Sep 97



Questions regarding this Annex can be addressed with the FIREBIRD POPL at DSN 785-1211. 









JOHN SMITH, GS-15

								Director

								ISR/SOF Directorate



I.1.0.	PROGRAM CONCEPT



I.1.1.	Scope:  The program offers access to all aspects of the FIREBIRD program to COUNTRY X for mutual military purposes.  It formally designates COUNTRY X as an authorized user of (specific capability/airframe offered).  In accordance with established DoD policy, prior to becoming an authorized military user of FIREBIRD technology, any foreign nation must conclude a formal agreement with the US DoD covering access to and security of FIREBIRD technology.  BRIEFLY DESCRIBE COUNTRY X REQUIREMENTS. Where, under previous programs with NATO, some co-development was involved, under this program all program equipment will be procured from the U.S.



I.1.2.	FIREBIRD description:  (INSERT BRIEF PROGRAM DESCRIPTION HERE)



I.1.3.	TA/CP review:  This TA/CP and associated Delegation of Disclosure Authority Letter (DDL) will be reviewed, at a minimum, annually and/or as specific technology regarding the FIREBIRD program changes.



I.2.0.	NATURE AND SCOPE



I.2.1.	Overview:  DESCRIBE FOREIGN COOPERATIVE EFFORT; INCLUDE WHETHER EFFORT IS FMS, DCS, JOINT, INCLUDES SUPPORT FROM COUNTRY X  FOR: 	 R&D, PRODUCTION, AND/OR DEPLOYMENT



I.2.2.	Countries participating:  The United States and COUNTRY X.  DETAIL EXTENT OF COUNTRY X INVOLVEMENT 



I.2.3.  Program phases:  This program covers access to and security and availability of, FIREBIRD military equipment.  Acquisition of program user equipment from the US is authorized.  The program does not have separate phases.  COUNTRY X may purchase up to X units, at an estimated total value of approximately $XXX million.



INSERT A PROGRAM SCHEDULE; NO REQUIRED FORMAT



I.2.4.	Summary of projected benefits:  With this agreement, COUNTRY X is required to provide to the US DoD access to FIREBIRD information, technical data, planning data, test results and reports, program applications, integration designs, differential applications and any additional system improvements as a result of its participation in the FIREBIRD program.  ENSURE ACCURACY OF ABOVE  Some foreign technology benefit may accrue to the US in OUTLINE HERE (may not apply).  Of more importance, however, is the benefit that the US will attain greater military interoperability with COUNTRY X during joint exercises and joint operations under wartime conditions.  See also H.3.6. for specific details on enhanced US/COUNTRY X capabilities through this cooperative effort.



I.2.5.	Points of contact:



M.2.5.1.	Mr. John Doe		OFF/SYM	ORG		PHONE #



M.2.5.2.	Mr. Billy Bob		OFF/SYM	ORG		PHONE #



I.2.6.	Major milestones:  PROGRAM is a continuing program.  Milestones for access to PROGRAM are not applicable.  INCLUDE HERE “MILESTONES” SUCH AS PROGRAM INITIATION, R&D, FLIGHT TESTING, DELIVERY, SUSTAINMENT, ETC.  MAY BE IN CHART FORMAT (SIMILAR TO SCHEDULE ABOVE) OR MERELY A REFERENCE TO THE SCHEDULE

I.3.0.	TECHNOLOGY ASSESSMENT



I.3.1.	Sensitive technical data/technologies methodology: The Aspects of PROGRAM to be protected are described in the following paragraphs.  Table 1:  Associated MCTL Technologies, reflects all PROGRAM technologies deemed sensitive by the Military Critical Technologies List (MCTL), which COUNTRY X will receive access to and/or knowledge of as a part of this effort.  Table 2: PROGRAM CPI and CSR, reflects all PROGRAM Critical Program Information (CPI) and Critical System Resources (CSR), which COUNTRY X will not have access to or knowledge of.



I.3.2.	PROGRAM technologies:



INSERT APPLICABLE PROGRAM SENSITIVE DATA/TECHNOLOGIES … WILL 	 COME FROM MCTL



		SECTION

		TECHNOLOGY



		x.x - EXAMPLE

		Definition





Table 1.0:  Associated MCTL Technologies



INSERT PROGRAM CPI LIST…AS FOUND IN ANNEX ?



		SECTION

		TECHNOLOGY



		x.x - EXAMPLE

		Definition





Table 2.0: PROGRAM CPI



I.3.2.1.	Unique design, manufacturing know-how and equipment:  DETAIL WHAT, IF ANY DESIGN, MANUFACTURING KNOW-HOW, OR EQUIPMENT WAS SPECIFICALLY PRODUCED FOR PROGRAM.



I.3.2.2.	PROGRAM technological advantage:  LIST WHICH TECHNOLOGIES FROM TABLES 1 AND 2 WOULD GIVE COUNTRY X A MAJOR OPERATIONAL ADVANTAGE



I.3.3.	Classification/National Disclosure Policy (NDP) category:  As noted above, access to PROGRAM requires, as a minimum, release of key material classified CLASSIFICATION.  In addition, PROGRAM technical or operational performance/vulnerability information is classified up to Secret, NDP category 2, may be released to those countries that are approved for access under NDP procedures.  For specific details regarding classification of PROGRAM data, see the PROGRAM Security Classification Guide (SCG).  For access, contact the PROGRAM security lead at (937) 255-9960.



I.3.4.	Comparable foreign systems:  (INSERT A BRIEF DISCRIPTION OF THE MAJOR FOREIGN COMPETITIVE PROGRAMS APPLICABLE.  I.E.,  RUSSIA HAS SIMILAR UAS TO GLOBAL HAWK CALLED XXXXX.)  THIS SECTION HAS NO REQUIRED FORMAT, BUT SHOULD IDENTIFY:  COUNTRY, COMPANY, NAME OF COMPARABLE SYSTEM, CURRENT/PROJECTED PERFORMANCE CAPABILITIES, QUALITY, COST, ESTIMATED FIELDING DATES



I.3.5.	Active PROGRAM foreign programs:  Authorized PROGRAM users to date include:  (list countries, for example…NATO, Australia, Germany, etc.) INCLUDE ALSO THE SALE/EXPORT OF SIMILAR OR LIKE TECHNOLOGY/SYSTEMS.



I.3.6.	Impact on US/foreign military capability:



I.3.6.1.	EXPLAIN HOW/WHY PROGRAM IS UNIQUE, STATE-OF-THE-ART SYSTEM, AND PROVIDE A SUMMARY OF US INVESTMENT, LEVEL OF R&D, ETC.



I.3.6.2.	STATE SPECIFIC COUNTRY X CONTRIBUTIONS AND PROGRAM CONTRIBUTIONS TO THE OVERALL ENHANCEMENT OF US MILITARY CAPABILITY AND/OR TECHNOLOGY BASE.   INCLUDE A BRIEF DESCRIPTION OF HOW SELLING PROGRAM TO COUNTRY X BENEFITS THE US  The US benefits by increasing interoperability with allies and friendly nations during joint exercises and joint operations under wartime conditions.



I.3.7.	Risk of compromise/damage:  See Table 3.0:  Potential Damage to PROGRAM if Compromised.  For specific details regarding the following table, refer to the PROGRAM System Threat Assessment Report (STAR), PROGRAM Integrated Threat Assessment (ITA), and PROGRAM Defense Intelligence Agency (DIA) Worldtech Threat Report.  Contact PROGRAM security lead at (937) 255-1211 for access to these documents.

(NOTE: Be mindful of classification considerations as this Table is populated)



		Specific Scenarios

		Threats

		Vulnerabilities

		Sub-Systems Affected

		Impacts If Exploited



		Transfer of a military capability the loss of which would threaten U.S. military effectiveness (i.e. information allowing effective countermeasures to be produced).

		

		

		

		



		Potential compromise of sensitive information revealing systems’ weaknesses that could be exploited to defeat or minimize the effectiveness of U.S. systems.

		

		

		

		



		Susceptibility to reverse engineering of sensitive design features or fabrication methods

		

		

		

		



		Extent to which the technology that is to be transferred can be diverted and/or exploited for purposes other than the one intended under the specific program.

		

		

		

		



		Potential impact of participation on U.S. competitive position or U.S. industrial base, if any.

		

		

		

		





Table 3.0:  Potential Damage to PROGRAM if Compromised



I.3.8.	Risk of compromise estimate:



I.3.8.1.	Estimate of PROGRAM susceptibility:  Refer to PROGRAM threat and vulnerability products including:  PPP, STAR, ITA, DIA Worldtech Report, etc.



I.3.8.2.	Risk posed by COUNTRY X:



I.3.8.2.1.	COUNTRY X security apparatus:  COUNTRY X security practices are XXXX (i.e. on par or better than/adequate/poor) equivalent US security functional areas.  There is a (MINIMAL, LOW, MEDIUM, HIGH, VERY HIGH) risk of compromise of PROGRAM technology due to COUNTRY X security practices.  



I.3.8.2.2.	Past history of COUNTRY X compliance:  INSERT SPECIFIC DETAILS REGARDING PAST HISTORY OF COUNTRY X’S COMPLIANCE WITH REGARDS TO PROTECTION OF US INFORMATION AND TECHNOLOGY



I.4.0.	CONTROL PLAN



I.4.1.	Release of information:  Information to be released will be limited to technical information necessary for installation, operation, test or maintenance of the PROGRAM equipment and aircraft, not including the cryptographic components.  This information is unclassified.



I.4.1.1.	DDL:  This TA/CP, specifically the technology assessment, will be used to develop a(n) PROGRAM DDL for COUNTRY.  This DDL will outline what PROGRAM information can be released to COUNTRY and what PROGRAM information is not releasable.  The PROGRAM DDL is maintained by ASC FDO; ASC/XPD, (937) 255-3131.



I.4.2.	Specific restrictions on information/technology release:  Foreign nations must procure PROGRAM information and technology from the US via FMS and specifically account by quantity and application, for all devices procured.  Accountability is maintained at the 303 AESW.  Foreign nations are not authorized to build the PROGRAM or to include PROGRAM technology in any other device or aircraft.  Contact the ASC FDO for specific release guidelines.



I.4.2.1.	SPECIFICALLY DESCRIBE WHAT IS NOT TO BE RELEASED TO COUNTRY X



I.4.2.2.	EXAMPLES INCLUDE:



I.4.2.3.	CPI/CSR LIST, MAINTENANCE CONCEPTS, EXPLOITATION,



I.4.2.4.	ANTI-TAMPER, ETC.  REQUIRES PROGRAM/EN REVIEW AND COORDINATION WITH SAF/IA



I.4.3.	Specific restrictions on equipment release:  Foreign nations must procure PROGRAM devices from the US via FMS and specifically account by quantity and application, for all devices procured.  Accountability is maintained at the 303 AESW. Foreign nations are not authorized to build the PROGRAM or to include PROGRAM technology in any other device or aircraft.  Contact the ASC FDO for specific release guidelines.



I.4.3.1.	REPEAT SAME AS SECTION M.4.2. ABOVE



I.4.3.2.		



I.4.3.3.		



I.4.4.	Special security procedures:  DoD, PROGRAM and all non-DoD entities must follow all rules and regulations regarding the overall security of US information and technology (See PROGRAM PPP, ANNEX A for an exhaustive list of such regulations). Specific protection measures are outlined in detail within PROGRAM PPP; of particular note, as regards security procedures for COUNTRY X PROGRAM, are …..  See PROGRAM PPP for details.  For additional insight, contact PROGRAM security lead at (937) 255-1211.



I.4.4.1.	Controls on access of foreign nationals at US facilities supporting COUNTRY X PROGRAM:  OUTLINE WHAT PROCEDURES OR DOCUMENTS EXIST IN THE EVENT OF FLO’S OR OTHER VISITORS COME TO US FACILITIES AS PART OF THIS PROGRAM; I.E. EVA’S, TCP’S AT CONTRACTOR LOCATIONS, PROCEDURES FOR FOREIGN VISITORS TO 303 AESW, ETC.



I.4.4.2.	Procedures to control releases by US personnel at foreign facilities:  MENTION ITEMS SUCH AS: PRE-BRIEFING INDIVIDUALS PRIOR TO ANY FOREIGN TRAVEL, ENSURING INFORMATION/TECHNOLOGY LISTED ABOVE IS NOT “ON PERSON” OF TRAVELERS, POST-BRIEF AFTER FOREIGN TRAVEL, UP-CHANNEL ANY IRREGULARITIES IN TRAVEL TO APPROPRIATE AGENCIES; I.E., OSI, ETC.  NOT AN EXHAUSTIVE LIST; REQUIRE ELABORATION



I.4.5.	Other legal or proprietary limitations on access to and licensed uses of the technology in implementing Technical Assistance Agreements (TAAs):  AS APPLICABLE
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Introduction 
This document provides an outline, content, and formatting guidance for the Program Protection 
Plan (PPP) required by DoDI 5000.02 and DoDI 5200.39.  The outline structure and tables are 
considered minimum content that may be tailored to meet individual program needs. 
 
General Guidance:  


 Program Protection is the integrating process for managing risks to advanced technology 
and mission-critical system functionality from foreign collection, design vulnerability or 
supply chain exploit/insertion, and battlefield loss throughout the acquisition lifecycle.   


 The purpose of the PPP is to help programs ensure that they adequately protect their 
technology, components, and information.  This includes information that alone might 
not be damaging and might be unclassified, but that in combination with other 
information could allow an adversary to clone, counter, or defeat warfighting capability.   


 The process of preparing a PPP is intended to help program offices consciously think 
through what needs to be protected and to develop a plan to provide that protection.  
Once a PPP is in place, it should guide program office security measures and be updated 
as threats and vulnerabilities change or are better understood.   


 It is important that an end-to-end system view be taken when developing and executing 
the PPP.  External, interdependent, or government furnished components that may be 
outside a program managers' control must be considered.  


 The PPP should be a useable reference within the program for understanding and 
managing the full spectrum of program and system security activities throughout the 
acquisition lifecycle.  The PPP is a plan, not a treatise; it should contain the information 
someone working on the program needs to carry out his or her Program Protection 
responsibilities and it should be generated as part of the program planning process. 


 At Milestone A, it’s possible that not all Program Protection information will be 
available.  Complete the tables/sections with the information that is available and 
document the plan to update this information as more details become available.  At 
minimum, a Milestone A PPP should include an initial criticality analysis, candidate CPI, 
potential countermeasures, and the Information Assurance Strategy.  The Milestone B 
PPP should be a comprehensive document. 


 The Acquisition Information Assurance (IA) Strategy must now be appended to the PPP.  
Some sections (e.g. IA threats, MAC level)) have been moved to the body of the PPP for 
document streamlining.  Other sections (e.g. Program Information, schedule) may be 
included in the Acquisition IA Strategy or referenced when other documents contain that 
information (e.g. Acquisition Strategy).  The information must be available but does not 
need to be repeated in multiple documents if it is accessible to users of the PPP. 


 If a topic/section can be sufficiently covered in a sentence instead of a paragraph, write a 
sentence.   


 Wherever possible, reference or point to other documents containing relevant information 
rather than duplicating the information in the PPP unless that information would be 
valuable to users of the plan.  Do not simply repeat general policies unless that 
information would be valuable to the user of the plan. 
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 Appendices are required where relevant and appropriate.  For example, every acquisition 
program must have an Information Assurance Strategy but not all acquisition programs 
will have an Anti-Tamper plan. 


 Classification Guidance:  The PPP should be classified by content.  Threat and 
vulnerability information is commonly classified at SECRET or above.  Detailed 
descriptions of CPI and critical functions/components may also be classified.  The 
program Original Classification Authority is responsible for determining appropriate 
classification of the PPP and related information.  The program may opt to reference 
some tables (e.g. threats, vulnerabilities) as classified appendices. 
 


The office of primary responsibility for this guide is the Deputy Assistant Secretary of Defense 
for Systems Engineering (DASD(SE)). This office will continue to develop and coordinate 
updates to the guide as required, based on any future policy changes and customer feedback.  To 
provide feedback, send e-mail to dasd-se@osd.mil. 
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1.0. Introduction – Purpose and Update Plan 
 Who will use the PPP? 
 What is the plan to align Prime Contractor Program Protection Implementation Plan(s) 


(PPIP) with this PPP if they are written?  What aspects of Program Protection will you 
ask the contractor to do? 


 Summarize how the PPP will be updated and the criteria for doing so to include: 
o Timing of PPP updates (e.g. prior to milestone, prior to export decision, following 


Systems Engineering Technical Review), 
o Update authority 
o Approval authority for different updates 


 
Table 1.0-1 PPP Update Record (mandated) 


Revision Number Date Changes Approved By 


    


 


1.1. Technology/System Description 
 Reference and include a link/direction to the appropriate acquisition document (e.g. 


Technology Development Strategy, Acquisition Strategy) that describes the 
technology/system and the project/program for developing it 


 
Table 1.1-1: Program Information 


Program Name ACAT Level Mission Assurance 
Category (MAC) 


Last Milestone 


    


 


1.2. Program Protection Responsibilities 
 Who is responsible for Program Protection on the program?  The chain of responsibility 


for all aspects of Program Protection should be clear. 
 Include contact information for Program Protection leads/resources/SMEs.  What aspects 


are each of these resources responsible for?  
 For every countermeasure being implemented, identify who is responsible for execution. 


Include relevant PEO/SYSCOM contacts as well.  
 


Table 1.2-1: Program Protection Responsibilities (mandated)(sample) 
Title/Role Name Location Contact Info 


Program Manager    
Lead Systems Engineer    
Program Protection Lead    
Anti-Tamper Lead    
Info. Assurance Lead    
Software Assurance Lead    
SCRM Lead    
…    
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2.0. Program Protection Summary 


2.1. Schedule 
 A Program Protection schedule overlaid onto the program’s master schedule (milestones, 


systems engineering technical reviews, etc.) includes: 
o CPI and critical function/component identification/updates 
o Acquisition Security Database (ASDB) updates 
o Threat assessment requests 
o Vulnerability assessments, red teams, etc. 
o Security Audits/Inspections 
o Engagement with Systems Engineering Technical Reviews (e.g. subsystem 


Preliminary Design Reviews for critical components) 
o Countermeasure (e.g. Anti-Tamper, Information Assurance) testing/verification 


events 
o Foreign involvement events (Exportability likelihood assessment, Cooperative 


Development, License Requests, etc.) 
Expectation:  Program Protection activities and events should be integrated in overall 
program scheduling. 


2.2. CPI and Critical Functions and Components Protection 
 Over the lifecycle of the program list all CPI and critical functions and components 


(including inherited and organic) mapped to the security disciplines of the 
countermeasures being applied in Table 2.2-1 below. 


 For each countermeasure being implemented, list who is responsible for execution in 
Section 1 above. 


 Table 2.2-1 is meant to summarize the protection scheme/plan for the program.  The 
detail supporting this summary assessment (including the threats and vulnerabilities the 
selected countermeasures apply to) is planned for and documented in the subsequent 
sections of the document. 


 







 


9 
 


Table 2.2-1: CPI and Critical Components Countermeasure Summary (mandated) (sample) 


 # Protected Item 
(Inherited and Organic) 


Countermeasures 


1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 


C
P


I 


1 Algorithm QP X X X X X X X  X     X X  


2 System Security 
Configuration 


          X   I   


3 Encryption Hardware X X X X X X X X    X  X   


4 IDS Policy Configuration X X X X X X X X      X   


5 IDS Collected Data X X X X X X I        I  


6 KGV-136B X X X X   I  I    I    


C
ri


ti
ca


l C
o


m
p


o
n


en
ts


 


7 iDirect M1D1T Hub-Line 
Card 


X X X X X X X X    X X X   


8 Cisco Router IOS with 
Advance Security Option 
(ASO) 


X X X X X X        X   


9                  


10                  


11                  


12                  


13                  


  KEY [Examples Included: UPDATE THIS LIST ACCORDING TO PROGRAM] 


  General CMs Research and Technology 
Protection CMS 


Trusted Systems Design CMs 


 Key 
X = Implemented 
 
I = Denotes 
protection 
already 
implemented if 
CPI is inherited 


1 Personnel Security 
2 Physical Security 
3 Operations Security 
4 Industrial Security 
5 Training 
6 Information Security 
7 Foreign 
Disclosure/Agreement 


8 Transportation Mgmt 
9 Anti-Tamper 
10 Dial-down Functionality 
 


11 IA/Network Security 
12 Communication Security 
13 Software Assurance 
14 Supply Chain Risk Management 
15 System Security Engineering (SSE) 
16 Other 
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3.0. Critical Program Information (CPI) and Critical Components 


3.1. Identification Methodology 
Describe the methodology that will be used to identify CPI and mission critical functions and 
components in accordance with DoDI 5200.391 and DoDI 5000.022.  Include:  


 CPI identification and criticality analysis participants 
 Timing of identification and updates to CPI and mission critical functions and 


components 
 Process for identifying CPI, including inherited CPI. 
 Approach for performing criticality analysis 


 
Expectations:  The end-to-end system must be considered, including items such as mission 
packages, government furnished components, and interdependent systems that may be 
outside a program manager's control.  CPI and mission critical functions and components 
must be identified by a multi-disciplined group.   Criticality analysis should be led by 
systems engineers and mission/operator representatives.  CPI identification should be led 
by technology protection and security specialists.  Information regarding these components 
and/or technologies must be considered for protection.  Criticality analysis updates should 
be tied to Systems Engineering Technical Reviews.  Inherited CPI is CPI from other 
acquisition programs, subsystems, or projects that are being incorporated or implemented 
into this program.  Early in the program this section will reflect intentions, in updates it 
will provide a record of what has been done and any remaining work. 


3.2. Inherited CPI and Critical Components 
For any inherited CPI or critical components identified, summarize the approach to identifying 
and managing Program Protection risks.  


 Identify the system the inherited item comes from.  Will it be protected in the same way it 
was originally? Indicate variances in usage and plans for adjusting countermeasures as 
appropriate 


 Identify the POC for answering questions about the inherited system(s).  How will the 
program interact with them to ensure horizontal protection?  


 
 
 
 
 
 
 
 
 


                                                 
1 http://www.dtic.mil/whs/directives/corres/pdf/520039p.pdf  
2 http://www.dtic.mil/whs/directives/corres/pdf/500002p.pdf  
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Table 3.2-1: Inherited CPI and Critical Components (mandated) 
 Inherited 


Critical 
Item 


Parent 
Program 


Original 
Use 


Planned 
Use 


Variation in 
CMs? 


Inherited 
Program 


POC  
C


P
I       


C
ri


ti
ca


l 
C


o
m


p
o


n
en


ts
       


 
3.3. Organic CPI and Critical Components 


As CPI and Critical Components are identified, track them in Table 3.3-1 below.   
 Identify CPI and critical components, and summarize the effects or consequences if they 


are compromised.  Track any adds/changes/deletions from this list over the course of the 
program with rationale for the edit. 


 Where will the CPI and critical components be physically located during the acquisition 
lifecycle?  Indicate whether or not contractor PPIPs are in place to flow protection 
requirements to contractor locations. 


 Show traceability from mission-level documents (JCIDS Key Performance Parameters, 
Key System Attributes, etc.) and Critical Technology Elements (CTE) to the system 
architecture.   
 


Table 3.3-1: Organic CPI and Critical Components (mandated) 
 Assessment Date(s): 22 December 2009 
 CPI/CC Consequence 


of 
Compromise  


Status/  
Date & 


Justification for 
Status Change 


Traceable 
CTEs, 


KPPs, etc. 


Export 
Control 
Areas 


Physical 
Location 


System 
Location 


PPIP 
Exists? 


C
P


I 


        


        


C
rit


ic
al


 C
om


po
ne


nt
s 
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4.0. Horizontal Protection 
 Who is responsible for horizontal protection? 
 What other programs or weapons systems have CPI similar to this program? 
 How will the program align protection of horizontal CPI?  How will issues/disagreements 


about protection of horizontal CPI be resolved? 
 When will the program create/update its Acquisition Security Database (ASDB) record? 


Expectations: The ASDB and associated registration/help information is located on 
SIPRNET at https://asdb.strikenet.navy.smil.mil.  The program ASDB record should 
be created as soon as CPI is identified and updated periodically, as changes occur 
and at each subsequent milestone.  Critical Functions/Components are not identified 
in the ASDB.  After creating an ASDB record, programs should use the search 
capabilities to identify other programs with potentially similar CPI and follow up 
with their POCs to ensure horizontal protection. 


 
Table 4.0-1: Horizontal Protection Information (mandated) 


  Date of Last ASDB Update:                                  Date of Next ASDB Update: 
CPI Other Programs With Same or 


Similar CPI 
Pending Adjudications of CPI? 


(Y/N) 
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5.0. Threats, Vulnerabilities, and Countermeasures 
 Summarize any identified threats and vulnerabilities to CPI and critical 


functions/components in Table 5.0-1 below.  Also identify any countermeasures selected 
to mitigate risks of compromise.   


 This table should be updated over time as the information is identified; early in the 
program, identify the plan for obtaining this information in Sections 5.1-5.3 below. 


 The numbers in the threat and vulnerabilities tables should correspond to the numbered 
rows in the threat table (5.1-2) and vulnerability table (5.2-1) below.  All CPI and critical 
functions/components should be reflected in the table. 


 
Table 5.0-1: Summary of CPI Threat, Vulnerabilities, and Countermeasures (mandated) (sample) 


 CPI/CC (and CC supplier) 
Section 2.0 


Threats 
Section 5.1  


Vulnerabilities 
Section 5.2 


Countermeasures  
Section 5.3 


C
P


I 


Algorithm 4, 5, 7, 13-
15 


1, 2 
Anti-Tamper, SSE, Supply 
Chain Risk Management 


System/Security Configuration 1,9, 14, 15 
1 


Secure storage 
of configuration; Supplier 
Assurance  


Encryption Hardware 2, 9, 14 


2 


Supply Chain Risk 
Management, NSA 
encryption device 


C
rit


ic
al


  
C


om
po


ne
nt


s 


iDirect M1D1T Hub-line Card 2, 8, 9, 14 
3 


Communication Security; 
Software Assurance; 
SCRM 


Cisco Router IOS with ASO 2, 6, 8, 9, 14 


4 


Supply Chain Risk 
Management 


 


5.1. Threats 
 Who is responsible for requesting and receiving threat products, and when will they be 


requested?  Who in the intelligence community is responsible for supporting these 
requests?  Include these contacts in the table in Section 1.2.  


 What threat products will be requested for the program, when, and how will they be 
used?  


 How frequently will threat products be updated? 
 For threat products that have been received, what threats were identified? 
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Table 5.1-1: Threat Product References (mandated) (sample) 


Title of Program-Specific or Other Threat 
Products Used for PPP Threat Analysis 


Classification
Document 


Date 


Organization(s) 
Producing the 


Product 


Reference/
Link to 
Product 


Formal Threat Reports 


AFOSI Counterintelligence 
Assessment/Report  


S Jul 2002 
HQ Office of 
Special 
Investigations  


 


AFOSI Department of Defense Threat 
Assessment 


S Dec 2007 
Office of Special 
Investigations 


 


Capstone Threat Assessment (CTA) U-S Dec 2002 
Defense 
Intelligence Agency 


 


Foreign Technology Assessment U Feb 2004 
Counterintelligence 
Service 


 


Integrated Threat Assessment (ITA) U-S Jan 2002 
Service for Special 
Assess Programs  


 


Technology Targeting Risk Assessment 
(TTRA) 


U-S Mar 2006 
Defense 
Intelligence Agency 


 


System Threat Assessment Report (STAR) S Jan 2007 
Defense 
Intelligence Agency 


 


Supply Chain Threat Assessments


iDirect M1D1T Hub-line Card Assessment TS/SCI Apr 2009 
Defense 
Intelligence Agency 


 


Cisco Router IOS with ASO TS/SCI Apr 2009 
Defense 
Intelligence Agency 


 


Other Threat Documents 
Technology Collection Trends in the U.S. 
Defense Industry 


U Oct 2006 
Defense Security 
Service 


 


Targeting U.S. Technologies U Feb 2007 
Defense Security 
Service 


 


 
Expectations: As threat products are received, reference these documents in Table 5.1-1.  
This table should be comprehensive by Milestone B.  For the Supply Chain Threat 
Assessments, document each critical component supplier (or potential supplier) that has 
been assessed.  Summarize the threats identified in Table 5.1-2 below. 
 


Table 5.1-2: Identified Threats (mandated) (sample) 
T# Threat Description  Consequence of 


threat realization 
1 HUMINT Collection Country X is actively targeting CPI #3 at Location B. Compromise of U.S. 


technology lead 
2 Malicious Code 


Insertion 
Country Y is known to have inserted malware into the 
software that Critical Component #2 depends on 


Degraded or 
untrustworthy 
performance of 
targeting module 


3    
4    


 
5.2. Vulnerabilities 


 What vulnerabilities have been identified to date? 







 


15 
 


 How will the program identify new vulnerabilities (both system-level and in the 
development environment) to the CPI and mission-critical functions and components? 
Who is responsible for doing this, and with what frequency?  Include the responsible 
person in the table in Section 1.2. 


 How often will vulnerabilities be re-assessed? 
 How will identified vulnerabilities be mitigated? 
 Summarize the results of any vulnerability assessments, red teams, etc. performed to date 


in Table 5.2-1 below. 
 


Table 5.2-1: Potential CPI and Critical Component Vulnerabilities (mandated) 
V# CPI/Critical Components Identified Vulnerabilities 
1   
2   
3   


 
5.3. Countermeasures 


 How will countermeasures be selected to protect CPI and critical functions/components? 
Who has the responsibility for their implementation? Include in the table in Section 1.2. 


 How will contracts supporting the acquisition program incorporate protection 
requirements?  Indicate the RFP Contract Line Item Number (CLIN) or Data Item 
Description (DID) that will be used to ensure that CPI and critical functions/components 
are protected in the development environment and on the system 


 Succinctly describe the implementation of each countermeasure used to protect CPI and 
critical functions and components.  Be specific:  If SCRM Key Practices apply, describe 
which ones; if using Software Assurance techniques, explain which ones. 


 Indicate planned implementation and actual implementation as the PPP evolves.  Explain 
deviations from the plan. 


 At a minimum, address implementation of the countermeasures in Section 5.3.1- 5.3.5 or 
rationale for not using them: 


 


5.3.1. Anti-Tamper (AT) 
 Who will identify AT requirements and who is responsible for developing an AT plan?  


When will the AT Plan be completed?  Include plans for engaging with the Component 
AT lead and Executive Agent for AT. 


 If an AT Plan or AT Plan Waiver has been developed, submit as an Appendix. 
 


5.3.2. Information Assurance (IA) 
 Who is responsible for assessing the adequacy of IA countermeasures for CPI?  What are 


the key IA schedule milestones? 
 How will the appropriate implementation of IA protections for DoD information systems 


(other than the system being acquired) hosting CPI be ensured? 
 How will the appropriate implementation of IA protections for contractor-owned 


information systems (or other non-DoD information systems) hosting CPI be ensured? 
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o How will IA controls be negotiated with contractors?   
o Who will ensure these controls are flowed down to subcontractors?   
o Who will keep an inventory of CPI hosted on contractor information systems? 


 How will the appropriate implementation of IA protections for the system being acquired 
(if it includes on-board CPI) be ensured?.   


o Include the Component CIO approved Acquisition IA Strategy as an Appendix. 
(See Appendix E description in this document) 


Expectation:  IA countermeasures planning should account for the system being 
acquired and any support information systems that may contain or host CPI and 
critical functions and components.  The Acquisition IA Strategy documents the plan 
for implementing IA specifically on the system being acquired.  IA controls can also 
be applied to protect CPI and critical functions and components as they are 
handled/transmitted across contractor or partner systems.  For example, contractor 
development environments may host CPI and should be evaluated for protection. 


5.3.3. Software Assurance   
 Who is responsible for Software Assurance? 
 How will software be designed and tested to assure protection of critical functionality and 


CPI?   
o How will software architectures, environments, designs, and code be evaluated 


with respect to CVE (Common Vulnerabilities and Exposures), CAPEC 
(Common Attack Pattern Enumeration and Classification), and CWE (Common 
Weakness Enumeration)?  
 CVE – Used to identify and coordinate SW vulnerabilities that enable 


various types of attacks. 
 CAPEC – Used for the analysis of common destructive attack patterns 
 CWE – Used to examine software architecture/design and source code for 


weaknesses. 
 How will COTS software and software of unknown pedigree (i.e., software from sources 


buried in the supply chain) be protected and tested/vetted? 
 How will the critical functions and CPI be protected in the operational system? 
 How will the development environment be protected? 


o List the development environment tools 
 Who has access to the development environment?  


o Who will be responsible for maintaining a list of cleared, US citizens as well as 
foreign nations/nationals that have access?   


o Where will the list be stored, and how often will it be updated? 
 P/A indicates planned/actual – explain any deviations from planned testing/evaluation 


rates. For further details see key practices 9, 11, 16,17,19,21 and 23 in the “Key Practices 
and Implementation Guide for DOD Comprehensive National Cyber Initiative 11 Supply 
Chain Risk Management Pilot Program.” 
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Table 5.3.3-1:  Application of Software Assurance Countermeasures (sample) 


Development Process 
Software (CPI, critical 


function components, other 
software) 


Static 
Analysis 
p/a (%) 


Design 
Inspect 


Code 
Inspect 
p/a (%) 


CVE 
p/a (%) 


CAPEC 
p/a (%) 


CWE 
p/a (%) 


Pen 
Test


Test 
Coverage


p/a (%) 


Developmental CPI SW 100/80 
Two 


Levels 
100/80 100/60 100/60 100/60 Yes 75/50 


Developmental Critical 
Function SW 


100/80 
Two 


Levels 
100/80 100/70 100/70 100/70 Yes 75/50 


Other Developmental SW none One level 100/65 10/0 10/0 10/0 No 50/25 


COTS CPI and Critical 
Function SW 


Vendor SwA 
Vendor 


SwA 
Vendor 


SwA 
0 


0 0 
Yes UNK 


COTS (other than CPI and 
Critical Function) and NDI SW 


No No No 0 
0 


0 No UNK 


Operational System 


 


Failover 
Multiple 
Supplier 


Redundancy 
(%)  


Fault 
Isolation 


Least 
Privilege 


System Element 
Isolation 


Input 
checking / 
validation 


SW load 
key 


Developmental CPI SW 30 All all yes All All 
Developmental Critical 


Function SW 
50 All All yes All all 


Other Developmental SW none Partial none None all all 
COTS (CPI and CF) and NDI 


SW 
none Partial All None 


Wrappers/ 
all 


all 


Development Environment 


SW Product Source 
Release 
testing 


Generated 
code 


inspection 
p/a (%) 


 


    


C Compiler No Yes 50/20      
Runtime libraries Yes Yes 70/none      


Automated test system No Yes 50/none      
Configuration management 


system 
No Yes NA  


 
   


Database No Yes 50/none      
         


Development Environment 
Access 


Controlled access; Cleared personnel only 


 


5.3.4. Supply Chain Risk Management   
 How will the program manage supply chain risks to CPI and critical functions and 


components? 
 Explain how supply chain threat assessments will be used to influence system design, 


development environment, and procurement practices.  Who has this responsibility?  
When will threat assessments be requested? 
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5.3.4.1.Trusted Suppliers  
 Will any ASICs require trusted fabrication? 
 How will the program make use of accredited trusted suppliers of integrated circuit-


related services? 


5.3.4.2.Counterfeit Prevention 
 What counterfeit prevention measures will be in place?  How will the program mitigate 


the risk of counterfeit insertion during Operations and Maintenance? 


 
5.3.5. System Security Engineering   


 Who is responsible for system security engineering? 
 Describe the linkage between system security engineering and the Systems Engineering 


Plan.  How will system security design considerations be addressed? 


5.3.6. General Countermeasures   
 Summarize generic countermeasures or security activities in place that will/do apply to 


all program information/facilities/personnel and contribute to the protection of CPI and 
critical functions and components. 
 


Table 5.3.6-1: Generic Program Countermeasures/Security Activities (mandated) (sample) 
Type Detail 
COMSEC 
(Development 
Environment) 


 Program Office Policy XX-XXX details program COMSEC countermeasures that are 
implemented at each government facility.  


OPSEC  Program Management Directive XX-XXX, will be tailored to satisfy specific security 
requirements of individual PROGRAM XYZ activities.   


 The  PROGRAM XYZ  effort will comply fully with AFI 10-701, Operations Security  
 The 669 AESS OPSEC Plan identifies all PROGRAM XYZ critical information.  


Foreign Visit 
Program 


 Program office personnel, other government organizations and contractors will adhere to 
approved visit procedures for the facility being visited.   


CPI Protection 
Training 


 The PM has instituted a tiered training program.  Tier 1 is for general training of what CPI 
is and Tier II is for personnel who actually handle, store, develop and/or maintain CPI.   
All industry partners who have this PPP, implemented via DD Form 254, DoD Contract 
Security Classification Specifications, will implement this tier training.   


Information 
Assurance 
(Development 
Environment) 


 Prime Contractor network security architecture and configuration will be managed by the 
CIO. Network security procedures and countermeasures applicable to subnets containing 
Government CUI are available upon request.  The program will comply with DTM 08-027 
“Security of Unclassified DoD Information on Non-DoD Information Systems”.  


Secure 
System 
Administration 


 System configuration will be managed remotely by the DISA GNSC/TNC administrators.  


Personnel 
Security 


 The 669 AESS/SF is responsible for reviewing personnel security procedures at all 669 
AESS and PROGRAM XYZ industry locations.  This will be coordinated with DSS for 
industry reviews.   


Industrial 
Security 


 Security protection requirements will be incorporated into all PROGRAM XYZ contracting 
activities.  Government procedures and instructions for preparing DD Forms 254, 
Contract Security Classification Specifications, will ensure that contractors are provided 
quality acquisition security, Program Protection, and classification management 
guidance. 
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6.0. Other System Security-Related Plans and Documents 
 Reference relevant acquisition or system security-related documents. 


Table 6.0-1: Other System Security-Related Plans and Documents (mandated) (sample) 
Plan Organization Link/POC 


Counterintelligence Support Plan (CISP) Service CI  
Test & Evaluation Master Plan TEMP Approval Authority  
Systems Engineering Plan SEP Approval Authority  
Software Secure Coding Standards Contractor SW Design Lead  
Trusted Software Design Techniques Contractor SW Design Lead  
Secure Software Process Standards Contractor SW Design Lead  
Foreign Travel Training Contractor FSO  
Foreign Visit Processes Contractor FSO  


Expectation:  If Technical Assistance Agreements, Memoranda of Agreement (MOA), 
Memoranda of Understanding (MOU), or other similar agreements have been signed, 
reference or link to them in an additional table with a description of the key commitments. 
  







 


20 
 


7.0. Program Protection Risks 
 Describe how Program Protection risks (cost, schedule, technical) will be integrated with 


overall Program risk management. 
 Discuss the approach to identifying residual risks of CPI and critical function and 


component compromise after countermeasure implementation.  Are there any 
unmitigated risks?   


 Include a risk cube and mitigation plan for the top Program Protection risks. 
  







 


21 
 


8.0. Foreign Involvement 
 Summarize any international activities and any plans for, or known, foreign cooperative 


development or sales of the system. 
 What are the applicable Technology Security and Foreign Disclosure (TS&FD) processes 


that will provide guidance to safeguard the sharing of program information with allies 
and friends? 


 Have previous generations of this system been sold to foreign allies?  Have similar 
systems been sold? 


 How will export requirements/restrictions be addressed if a foreign customer/sale is 
identified?  Who is responsible for implementing these requirements? 


 
Table 8.0-1: Foreign Involvement Summary (mandated) (sample) 


This system is US ONLY (Yes, No, Unknown): Yes 


This system is intended for CONUS deployment only (Yes, No, Unknown): No. It is intended for 
global deployment.  


Approved Disclosures of CPI: TBD 


Technology Assessment/Control Plan Exists (Y/N/Unknown): No 


Type of Foreign 
Involvement 


(IC/FMS/DCS) 


Likelihood of 
Foreign 


Involvement 
(H, M, L) 


Status 
(Perceived/Established)


Agreements/Licenses 
in Place (if known) 


Who is 
Involved?


IC M Perceived None Pangaea 


8.1. Defense Exportability Features 
 What are the impacts and risks to the program from foreign military sales and direct 


commercial sales?  Who is responsible for managing these?   
 Will the program be a viable DEF candidate to develop, plan, and design an export 


variant during the research and development phase? 
 Include a hotlink to the relevant DEF discussion in the Technology Development 


Strategy and/or Acquisition Strategy. 
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9.0. Processes for Management and Implementation of PPP 
There are several types of checking PPP implementation.  Audits/inspections are used to ensure 
compliance with applicable laws, regulations, and policies.  Engineering reviews are used to 
ensure that system security requirements are identified, traceable and met throughout the 
acquisition lifecycle.  


9.1. Audits/Inspections 
 Summarize the timing of security audits/inspections.  How will contractor security 


requirements be enforced? Who is responsible for this? 


9.2. Engineering/Technical Reviews 
 How will system security requirements be addressed in Systems Engineering Technical 


Reviews, functional/physical configuration audits, etc?  Who is responsible for this? 
 What Program Protection entry/exit criteria will be used for these reviews? 


9.3. Verification and Validation 
 Explain how the program will integrate system security requirements testing into the 


overall test and evaluation strategy.  Who is responsible for this? 
 Link to relevant discussion in T&E documents.   


9.4. Sustainment 
 How will Program Protection requirements and considerations be managed in 


sustainment?  Who is responsible for this? 
 Link to the relevant Lifecycle Sustainment Plan (LCSP) language. 
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10.0. Processes for Monitoring and Reporting Compromises 
 Summarize the plan/procedure for responding to a CPI compromise or a supply chain 


exploit.   
 What constitutes a compromise or exploit?  Who is notified if one occurs?  Define what 


constitutes an Anti-Tamper event or a Supply Chain exploit. 
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11.0. Program Protection Costs 
 Indicate where Program Protection costs are to be accounted for in the SCP and program 


budget.  Who has the responsibility to ensure Program Protection costs are estimated and 
included in the programs budget and contracts? 


11.1. Security Costs 
Indicate/Estimate the security costs associated with Program Protection that exceed normal 
NISPOM costs.  


 Will SCIFs or other secure facilities require construction specifically for CPI protection? 
 If limited access rosters or other similar instruments will be used, how much will 


development and maintenance of the roster cost? 
Table 11.1-1: Security Costs above NISPOM Requirements (mandated)  


Cost Type Activity Responsibility Cost 


    


    
    
Total cost   $$ 


11.2. Acquisition and Systems Engineering Protection Costs 
 Indicate/estimate the design, engineering, development, testing, and other costs related to 


Program Protection activities (e.g. CPI identification, criticality analysis, vulnerability 
assessment, countermeasure development, etc.).  


 How will non-recurring engineering costs associated with Program Protection 
requirements be accounted for? 


 Describe the programs approach to using projected cost-benefit tradeoffs in 
countermeasure selection. 


 As costs are identified, summarize in table 11.2-1 below. 
 


Table 11.2-1: Acquisition and Systems Engineering Protection Costs (mandated) (sample) 
Cost Type Activity Responsibility Cost 


Engineering Incorporate CA, protection design 
alternative trade studies and system 
security requirements into RFP scope 


PM $$ 


CA and design alternative trade study Prime Contractor $$ 
Anti-tamper Prime contractor $$ 
Trusted Foundry Supplier $$ 


Supply Chain Risk 
Management 


Evaluate supplier lists PM, DIA TAC $$ 


Verification &Validation Software code analysis PM, Gunter AFB $$ 
V&V for anti-tamper architecture AF AT $$ 
Verify satisfaction of system security 
requirements 


PM, verification team $$ 


Sustainment Anti-counterfeit measures Depot $$ 
Total   $$ 
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Appendix A: Security Classification Guide 
The SCG may be referenced or pointed to rather than included in the document. 
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Appendix B: Counterintelligence Support Plan 
The CISP may be referenced or pointed to rather than included in the document. 
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Appendix C: Criticality Analysis 
 Document the results of the most recent Criticality analysis in table C-1 below.  The CA should be updated regularly (e.g. at 


each SE Technical Review) 
 Early in the program lifecycle, the CA may only be able to identify missions or missions and critical functions. 
 Criticality should be assessed in terms of relative impact on the system’s ability to complete its mission if the component fails. 


Level I is total mission failure, Level II is significant/unacceptable degradation, Level III is partial/acceptable, and Level IV is 
negligible. 


Table C-1: Criticality analysis Part 1 - Missions, Functions, and Components 


Missions Critical Functions 
Supporting  Logic-Bearing Components 


(Include HW/SW/Firmware) 
System Impact 
(I, II, III, IV) 


Mission 1 


Data Fusion  
Processor X II 


SW Module Y I 


Fire Control  
Database Z III 


SW Module A I 


Critical Function 3  
Processor X II 


Sensor A IV 


Mission 2 


Critical Function 4 
Sensor B I 


Radar A I 


Critical Function 5 
Processor Y II 


SW Module B II 


Critical Function 6 
Database Y III 


Integrated Circuit A I 


Mission 3  Data Fusion 
Processor X II 


SW Module Y I 
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The Level I and Level II components identified in Table C-1 were then prioritized for resources and attention based on a variety of 
factors.  The results of this prioritization are in the table C-2 below. 
Note:  Additional blank columns are provided for program-specific analysis/prioritization variables.  The program manager is 
ultimately responsible for prioritizing effort/resources against critical components, and the purpose of this table is to capture the 
rationale for that prioritization. 


Table C-2: Critical Component Prioritization 


Critical 
Components 


(Level I/II 
from 


Part1) 


Missions 
Supported 


(#) 


Source of Item or Component Integrated 
Circuit? 


(Y/N 
If Y: what 


kind?) 


Specifically 
Designed 


for Military 
Use? 
(Y/N) 


… … Overall CC 
Priority 
(H/M/L) 


COTS/GOTS/ 
Developmental 
Item


Legacy/ 
New 


Processor X 2 Development New Y, ASIC Y   H 


SW Module Y 2 Development Legacy N Y   M 


SW Module A 1 COTS Legacy N N   M 


Sensor B 1 GOTS Legacy N Y   M 


Radar A 1 GOTS New N Y   M 


Processor Y 1 Development New N Y   H 


SW Module B 1 COTS Legacy N N   M 


Integrated 
Circuit A 


1 Development New Y: ASIC Y   H 
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Appendix D: Anti-Tamper Plan 
Not all programs will require an Anti-Tamper plan.  If an Anti-Tamper Plan is required, use the 
template developed by the Executive Agent for Anti-Tamper.  
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Appendix E: Acquisition Information Assurance (IA) Strategy 
Foreword 


1.  The reuse of existing documentation in preparing the Acquisition IA Strategy document is 
strongly encouraged where practicable.  For example, the integrated schedule in the program’s 
approved Acquisition Strategy may be referenced in the “program information” section.  
However, it is incumbent on the submitting PMO to ensure that any such information is readily 
available to the document review/approval chain by providing copies of the referenced 
documents in conjunction with the Acquisition IA Strategy document. References to draft 
documents are not sufficient to support approval of the Acquisition IA Strategy document. 
 
2.  In consideration of the different levels of maturity relative to acquisition phases, and to 
encourage brevity and focus, the following page limitations are imposed: 
 Acquisition IA Strategies are not required for Material Development Decisions (MDD) 
 Acquisition IA Strategies for Milestone A -  7 pages 
 Acquisition IA Strategies for Milestone B or C – 15 pages 
 Acquisition IA Strategies for Full Rate Production (FRP) or Full Deployment Decision 


(FDD) - 15 pages 
Tables of content, acronym lists, signature sheets and executive summaries are not required, but 
if included do not count against the page limitations.  
 
3.  As part of the Acquisition Documentation Streamlining effort, DOASD(I&IA) has reached 
agreement with DASD(SE) proposal that the Acquisition IA Strategy be included as an appendix 
to the Program Protection Plan.  This does not affect the current review and approval process for 
the Acquisition IA Strategy document, since only documents that have been approved by the 
Component CIO and reviewed by the DoD CIO (with a formal review report issued by 
ODASD(I&IA)/DIAP)) will be appended to the PPP.    
 
4.  Program offices should utilize the template on the following page in the preparation of their 
Acquisition IA Strategy documents. 
 
5.  IA threats must be included in the PPP threat table. 
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(PROGRAM NAME) Acquisition IA Strategy 


 
I. Program and System Description.   


A. Program Information  (Applicable to MS A, B, C, FRP/FDD) 
Identify the Acquisition Category (ACAT) of the program. Identify current acquisition 
life-cycle phase and next milestone decision.  Include a graphic representation of the 
program's schedule.    
B. System Description  (Applicable to MS A, B, C, FRP/FDD) 
Include or reference a high-level overview of the specific system being acquired.  
Characterize the system as to type of DoD information system (AIS application, enclave, 
platform IT interconnection, outsourced IT-based process), or as Platform IT without a 
GIG interconnection.   Include or reference a graphic (block diagram) that shows the 
major elements/subsystems that make up the system or service being acquired, and how 
they fit together. Describe or reference the system's function, and summarize significant 
information exchange requirements and interfaces with other IT or systems, as well as 
primary databases supported.  Identify the primary network(s) to which the system will be 
connected (e.g. NIPRNET, SIPRNET, JWICS, etc.).  Include a description or graphic 
defining the system’s accreditation boundary. 


II. Information Assurance Requirements. 
A. Sources  (Applicable to MS A, B, C, FRP/FDD) 


1. Mission Assurance Category and Confidentiality Level  
Identify the system's MAC and Confidentiality Level as specified in the applicable 
capabilities document, or as determined by the system User Representative on behalf of 
the information owner, in accordance with DoD Instruction 8500.2.   If the system 
architecture includes multiple segments with differing MAC and CL combinations, 
include a table listing all segments and their associated MAC and CL designations, as 
well as a brief rationale for the segmentation. 


2. Baseline IA Control Sets 
Identify the applicable sets of Baseline IA Controls from DoD Instruction 8500.2 that will 
be implemented. A listing of individual controls is not required. 


3. ICD/CDD/CPD specified requirements 
List any specific IA requirements identified in the approved governing capability 
documents (e.g. Initial Capabilities Document, Capability Development Document or 
Capability Production Document). 


4. Other requirements 
List any IA requirements specified by other authority (i.e. Component mandated). 
B. IA Budget (scope and adequacy)  (Applicable to MS A, B, C, FRP/FDD)  
Describe how IA requirements for the full life cycle of the system (including costs 
associated with certification and accreditation activities) are included and visible in the 
overall program budget.  Include a statement of the adequacy of the IA budget relative to 
requirements. 


III. System IA Approach (high level):    (Applicable to MS B, C, FRP/FDD) 
A. System IA technical approach  
Describe, at a high level, the IA technical approach that will secure the system.   
B. Protections provided by external system or infrastructure 
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List any protection to be provided by external systems or infrastructure (i.e. inherited 
control solutions).   


IV. Acquisition of IA Capabilities and Support:  (Applicable to MS B, C, FRP/FDD) 
Describe how the program’s contracting/procurement approach is structured to ensure 
each of the following IA requirements are included in system performance and technical 
specifications, RFPs and contracts (as well as other agreements, such as SLAs, MOAs, 
etc.) early in the acquisition life cycle.    
A. System IA capabilities (COTS or developmental contract) 
B. GFE/GFM (external programs) 
C. System IA capabilities as services (commercial or government) 
D. Information Systems Security Engineering (ISSE) services 
E. IA professional support services to the program (commercial or government, 


including C&A support) 
Confirm that program contracts/agreements communicate the requirement for personnel 
performing IA roles to be trained and appropriately certified in IA in accordance with 
DoD Directive 8570.01.   


V. System Certification and Accreditation:  
A. Process (DIACAP; DCID 6/3, etc)  (Applicable to MS A, B, C, FRP/FDD) 
 Identify the specific Certification and Accreditation (C&A) process to be employed (e.g., 
DoD Information Assurance Certification and Accreditation Process (DIACAP), 
NSA/CSS Information Systems Certification and Accreditation Process (NISCAP), DoD 
Intelligence Information System (DODIIS)).  If the system being acquired is platform IT 
without a GIG interconnection, describe any Component level process imposed to 
allocate and validate IA requirements prior to operation.   
B. Key role assignments  (Applicable to MS B, C, FRP/FDD) 
Include the name, title, and organization of the Designated Accrediting Authority, 
Certification Authority, and User Representative for each separately accreditable system 
being acquired by the program. 
C.  C&A timeline  (Applicable to MS B, C, FRP/FDD) 
Include a timeline graphic depicting the target initiation and completion dates for the 
C&A process, highlighting the issuance of Interim Authorization to Test (IATT), Interim 
Authorization to Operate (IATO), and Authorizations to Operate (ATOs).  Normally, it is 
expected that an ATO will be issued prior to operational test and evaluation. 
D. C&A approach  (Applicable to MS B, C, FRP/FDD) 
If the program is pursuing an evolutionary acquisition approach, describe how each 
increment will be subjected to the certification and accreditation process. If the C&A 
process has started, identify significant activity completed, and whether an ATO or IATO 
was issued.  If the system being acquired will process, store, or distribute Sensitive 
Compartmented Information, compliance with Intelligence Community Directive (ICD) 
503 "Intelligence Community Information Technology Systems Security Risk 
Management, Certification and Accreditation” is required, and the plan for compliance 
should be addressed.  Do not include reiterations of the generic descriptions of the C&A 
process (e.g. general descriptions of the DIACAP activities from DoDI 8510.01 and the 
DIACAP Knowledge Service). 


VI. IA Testing:   
A. Testing Integration  (Applicable to MS A, B, C, FRP/FDD) 
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Confirm that all IA testing and C&A activities will be/has been integrated into the 
program's test and evaluation planning, and incorporated into program testing 
documentation, such as the Test and Evaluation Strategy and Test and Evaluation Master 
Plan.  
B. Product Evaluation (e.g. IA/IA enabled products) (Applicable to MS B, C, 


FRP/FDD) 
List any planned incorporation of IA products/IA enabled products into the system being 
acquired, and address any acquisition or testing impacts stemming from compliance with 
NSTISSP Number 11.  
C. Cryptographic Certification  (Applicable to MS B, C, FRP/FDD) 
List any planned incorporation of cryptographic items into the system being acquired, 
and address any acquisition or testing impacts stemming from the associated certification 
of the items by NSA or NIST prior to connection or incorporation. 


VII. IA Shortfalls: (Include as classified annex if appropriate)  (Applicable to MS B, C, 
FRP/FDD) 


A. Significant IA shortfalls 
Identify any significant IA shortfalls, and proposed solutions and/or mitigation strategies. 
Specify the impact of failure to resolve any shortfall in terms of program resources and 
schedule, inability to achieve threshold performance, and system or warfighter 
vulnerability. If applicable, identify any Acquisition Decision Memoranda that cite IA 
issues.  If no significant issues apply, state “None”. 
B. Proposed solutions and/or mitigation strategies  
If the solution to an identified shortfall lies outside the control of the program office, 
include a recommendation identifying the organization with the responsibility and 
authority to address the shortfall.  


VIII. Policy and Guidance:  (Applicable to MS A, B, C, FRP/FDD) 
List the primary policy guidance employed by the program in preparing and executing 
the Acquisition IA Strategy, including the DoD 8500 series, and DoD Component, Major 
Command/Systems Command, or program-specific guidance, as applicable. The 
Information Assurance Support Environment web site provides an actively maintained 
list of relevant statutory, Federal/DoD regulatory, and DoD guidance that may be 
applicable.   Capsule descriptions of the issuances are not required. 


IX. Point of Contact:  (Applicable to MS A, B, C, FRP/FDD) 
Include the name and contact information for the program management office individual 
responsible for the Acquisition IA Strategy document. It is recommended that the 
system’s Information Assurance Manager (as defined in DoD Instruction 8500.2) be the 
point of contact.  
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1.0 [bookmark: _Toc452040894][bookmark: _Toc456866700]Introduction

1.1 [bookmark: _Toc452040895][bookmark: _Toc456866701]Purpose

As of the result of the increase in cyber threats and attacks upon military and civilian systems, the need to assess a system’s level of cyber vulnerability has increased. This Engineering Methodology for Assessing Cyber Threats and Risks to DoD Weapon Systems (EMFACT&R) document reflects an approach to provide vulnerability, risk, and actionable information concerning the current level of cyberspace threat to the system.

The purpose of EMFACT&R is to establish an effective and efficient method of evaluating, assessing, and reporting the level of cyber risk within a specific platform, system, or subsystem. This methodology will be used to assess a system under development or in sustainment. 

1.2 [bookmark: _Toc452040896][bookmark: _Toc456866702]Overview

Cyber War Gaming Exercise which is a multi-disciplinary team exercise to identify and categorize cyber vulnerabilities and threats. This will result in a cyber risk assessment report that will include identifying specific areas of concern, prioritizing viable attack paths that could potentially impact the system and/or mission, and recommending follow on analysis, mitigation plans and cyber testing.  



2.0 [bookmark: _Toc452040898][bookmark: _Toc456866703]Cyber War Gaming (CWG)

Cyber War Gaming is a collaborative multi-disciplinary team exercise based on methods developed by NAVAIR1 & MITRE2 called the Cyber Table Top (CTT). The following sections will describe this method. 

Cyber War Gaming is a simulated wartime operation involving planning, preparation, execution, and reporting that is carried out for the purpose of an initial risk assessment and evaluation. The method is a lightweight, low cost, intellectually intensive wargame exercise that introduces and explores the effects of  cyber offensive operations on the capability of warfare systems (e.g. aircraft, missiles, etc.) to continue to carry out the mission(s) they were designed to execute (See Table 1).  This war game exercise focuses on two opposing forces:  the Operational Forces conducting and defending an operational mission (blue team) and the Cyber Opposition Forces disrupting, degrading, denying, defeating, exfiltrating, and aborting those military forces (red team). Also, a green team is responsible for coordinating and managing the exercise.





		Style

		Description

		Complexity

		Timing

		Resources



		Cyber Table Top

		Paper-driven exercise with Mission Scenarios exercised and executed by planners and Multi-disciplinary team (engineers, operators, maintainers, T&E, intel, cyber, management) 

		This type of exercise can be planned and executed quickly, depending on the number of organizations involve

		Planning:

2-6 weeks

Execution:

1-3 days (Depending of the system complexity)

		Resources needed: Documentation including related risk assessments, system architecture, etc. & Personnel: Green, Blue, and Red teams 





Table 1 Exercise Structure

The ultimate purpose of the CWG is to provide program managers, engineers, and testers with actionable information on cyber threats, vulnerabilities, means of exploitation (opportunities), and an assessment of the mission impacts that can result.  This enables leaders to allocate their limited resources more effectively to deliver a system that will operate successfully in a cyber-contested environment. The goals of the CWG process are to:

· Generate actionable information on high priority/high mission impact cyber threats 

· Provide direction for implementing the DT&E/DOT&E six phase cybersecurity process 

· Identify specific, high-value follow-on analysis/testing to verify and quantify risks

The CWG provides opportunities for risk reduction and reduces the likelihood of cyber vulnerability discovery. There is a subtle but important distinction to note about the CWG process: The goal is to identify potential system vulnerabilities in a cyber threat contested environment and major operational impacts on the success of a mission. This helps prioritize which attack surfaces are the most exploitable and which attack methods, if successful, could be the most harmful to the mission. The CWG process offers multiple benefits to:

· Socialize the concept of cybersecurity as a warfare domain with program leadership

· Look beyond  a single system to the cyber vulnerabilities of Systems of Systems (SoS) and Family of Systems (FoS) within the disciplined context of a specific mission thread

· Identify DT/OT test scenarios to answer key questions aimed at the most critical unknowns.  This begins the feedback loop to iteratively increase knowledge, reduce risk, and inform system engineering and testing 

· Enable knowledge and action that lead to more effective Developmental Test (DT) events and more successful Operational Test (OT) events.

Direction on how to plan, prepare, execute, analyze, and report the CWG exercise. 

1. Exercise Preparation

2. Exercise Execution 

3. Post Exercise Analysis and Reporting



Figure 1 CWG Process Steps

2.1 [bookmark: _Toc456866704] Exercise Preparation

The Air Force Aircraft Cybersecurity Assessment & Authorization Office (AFLCMC/EZAS) will work closely with responsible Program Office to prepare and plan for the CWG exercise.  Program Office approval, support and involvement is essential in the CWG process. The Program Office can provide guidance on resources required to conduct a CWG within schedule, manpower and funding constraints.  The CWG objectives, classification level for conducting the CWG, deliverables, and timeline need to be agreed upon during exercise preparation.  The CWG Green Team needs to clearly define the scope of systems and interfaces that comprise the system under analysis. For example, will the focus be on an entire avionics platform system (e.g.  F-16, C-17, KC-46, etc), or a subsystem of the platform (e.g. Radar System Upgrade). This will have a major effect on the required scope, duration of the war game, resources, and the number and expertise of the participants. 

The team members needed on the CWG exercise are 

· Systems Engineers (SME) 

· Subsystems Engineers (SMEs in Radar, Network, etc)

· Cybersecurity Engineers (SME) with background in vulnerability assessment and defensive & offensive cybersecurity operations.

· Operators & Maintainers 

· Test and Evaluation (T&E)

· Intelligence

· Program Managers

During the exercise preparation, three teams need to be formed in order to execute the CWG exercise. The teams are

1. Control Team (Green Team)

The control team which is the lead team of the CWG exercise. It is the first team that need to be formed early in order to organize and plan the CWG exercise. It is responsible for driving the CWG exercise from concept to final reporting. 

The control team has to have a team lead from The Program Office will have the overall authority and responsibility for the CWG exercise. 

The team should include a Subject Matter Expert (SME) with background in defensive and offensive cybersecurity, an engineer familiar with the target system “as is” and “to be” requirements and capabilities, and a person with operational experience in the same or similar target system(s) and missions.  Other personnel to be considered for the team should include but not limited to the following:

· Program Manager

· Active duty or reserve officers with fleet experience in the mission area of interest

· System Lead Engineer 

· Cybersecurity SME with background in vulnerability assessment and offensive cybersecurity operations 

· Exercise minutes scribes to support the teams  

Control Team Responsibilities in CWG Step 1 Exercise Preparation:

· Recruit the Exercise participants for the following teams

· Operational Forces Team (Blue Team)

· Cyber Opposition Forces Team (Red Team)

· Designate Leaders who guide each team during the Event Execution and participate in the post Exercise analysis 

· Determine Operational Force Team’s Mission and Rules of Engagement (ROEs) 

· Develop Cyber Opposition Force Team’s Mission Goals

· Customize CWG Data Analysis Spreadsheet based on Template – see appendices 

· Reserve facilities and develop a plan for storage and distribution of classified material

· Coordinate with an Intel to provide briefing for Exercise kickoff 

· Schedule Exercise and arrange for kickoff (Overview, Architecture, and Intel Briefing)


2. Operational Team (Blue Team) 

The operational team responsible for the mission operation execution details. The Control team will designate a team leader who will be responsible for the planning the team’s operational mission and ensuring the Operational Team deliverables are produced within the Exercise time constraints. The team leader will also participate in the post Exercise analysis. The team leader should have some experience with the Operational Mission (e.g. ISR, ASW).  Other personnel to be considered for the team should include but not limited to the following:

· Military and Civilian personnel from developmental and operational test organizations

· Personnel with weapons and tactics instructor and fleet experience 

· Organizations already involved with the system development (Program Offices)

· Operators & Maintainers

· Engineers familiar with the differences between the current “as is” and “to be” state of system(s) of interest (Hardware, Software, and support equipment)

· Subsystem SMEs (e.g. radar, networks, satellite communication)

· Cybersecurity SME    

Collectively, the team needs to be knowledgeable in the following areas:

· Current and planned tactics, techniques, and procedures used to accomplish the war game’s operational mission 

· The current “as is” system capabilities and future “to be” system capabilities

·  Pre-mission planning, post mission debrief, and maintenance activities and systems 

· Current system acquisition and test planning. 

The control team (Green) will be responsible in selecting the mission for the operation team (Blue) base on the system mission descriptions. System mission descriptions usually found in documents like Capabilities Production Document (CPD), Test and Evaluation Master Plan (TEMP), and Architectural Analysis.  The CWG control team needs to decide which mission they wish to select which in turn will drive the mission scenario development.   The range of missions can be:

· A simple mission with a limited set of systems, sensors, weapons, and communication pathways  

· A challenging mission which will involve numerous  systems, sensors, and communication systems with complex exchanges to best explore vulnerability pathways 

· A mission that is common across the SoS or FoS of interest for the CWG

Once the operational mission is selected, the BT is responsible for developing the mission scenario. This wargame mission scenario is not to fight with moves and counter moves but to show what functions are executed, what systems are exercised, and how information is created and flows during the different phases of the mission to better understand the vulnerabilities, attack surfaces and mission consequences from successful cyber-attacks.  

Operational Team Responsibilities in CWG Step 1 Exercise Preparation:

· Review all read ahead material or other preparation as requested by the Control Team

· Review the draft operational mission and the mission scenario to determine the plausibility and completeness of the mission orders and the background scenario    

· Review documentation that will help step through the functions, interactions, communication requirements, procedures and systems used during:

· Mission preparation

· Mission execution

· Maintenance activities



3. Cyber Opposition Forces Team (Red Team) 

The Cyber Opposition Force Team responsible for planning the offensive cybersecurity mission.  The team leader for the Cyber Opposition Team is selected by the Control Team and is responsible for planning the offensive cybersecurity missions. The team lead will also participate in the post Exercise analysis. The team lead should have experience in cybersecurity vulnerability assessments and cybersecurity defensive operations. A member of the developmental engineering or test team should also be part of this team to assist in understanding the systems and subsystems under development that will carry out the mission and to help during the later discussions with the Operational Team.

The RT should consider emulating the offensive operations carried out by various threats actors to include: 

· Trusted Insider: trusted insiders are defined as maintenance or operations personnel that have both means and opportunity to disrupt mission planning, Operational Flight Program (OFP) loading, and system maintenance whether maliciously or unintentionally

· Adversarial Nation States: adversarial nation states are defined as Nations that have the means and intent to develop capabilities designed to disrupt information operations

· Terrorist Organizations: terrorist organizations are defined as political or religious organizations unbounded by national borders with intent to develop capabilities designed to disrupt information operations.  Terrorist organizations may or may not have the means to develop such capabilities

The more realistic the threats, the better the exercise will be. 

The GT will develop a series of cyber-attack mission goals for the RT. The attack missions can be categorized as logical attack (e.g. disrupt a software service), cognitive attack (e.g. use false information to make the adversary doubt his systems information or convince him with false information), or a physical attack (e.g. cause physical damage to a system).  In other words, cyber-attacks can deny, disrupt, or degrade operational mission capabilities, either directly or indirectly (e.g., through deception). This will provide focus on classes of cyber-attack methods, attacks and their effects. Below are examples of missions attack goals that can be tailored to the specific target systems, operational mission, and the management objectives for the CWG.



· (Deny) Prevent communication 

· (Deceive) Alter data messages 

· (Degrade) Reduce the effectiveness of sensors and subsystems

· (Abort) Introduce false system faults resulting in mission abort

· (Destroy) Gain access to cause loss of systems or life 

· (Exfiltrate) Send data to Foreign Nationals without being detected



Cyber Opposition Forces Team Responsibilities in CWG Step 1 Exercise Preparation:

· Review materials provided by the Control Team

· Review all reconnaissance information performed prior to exercise execution

· Develop a list of potential cyber-attack surface pathways

· Develop a list of potential classes of cyber-attacks based on the reconnaissance review

CWG Exercise Step 1 Exit Criteria: 

The control team products for this step include an exercise execution kickoff meeting which will include: 

· Exercise Purpose

· Exercise Scope

· Agenda

· Timeline

· Overview of CWG Exercise

· Classification Guidelines

· Team Introductions

· Expected Deliverables

Before going to the second step of the exercise, the control team should gathered all the background information on the system under development or sustainment that is the focus of the CWG exercise. This should include system engineering specification, boundary diagram, architectural analysis, CPD, TEMP, and CONOPS.

The CWG will be ready for exercise execution (Step 2) when all the following conditions met: 

· Operational and Cyber Opposition Force Leaders are selected and approved

· Mission scenario is developed and approved

· Key SMEs agree to participate

· Date, meeting rooms and equipment are reserved

· Classified guidance established

· Intel (or Reconnaissance) on target system is complete 

2.2 [bookmark: _Toc456866705]Exercise Execution 

Entry Criteria: 

The entry criteria for CWG step 2 exercise execution are: 

· Green, Blue and Red teams are formed, and the required numbers SMEs are participating.

· Reading materials (CPD, ARR, etc.) and instructions have been provided prior to exercise kickoff. 

· Conference Rooms must be reserved. 

· Facilities are secured at the appropriate security level. 

· Data handling and transmission of classified material procedures are in place.

· Instructions, Presentations and Templates are approved and ready for Kickoff briefings.

Exercise Execution Overview: 

The CWG is a multi-day exercise.  Exercise execution may be run for up to three days, depending on the complexity of the mission system being evaluated and the resources available. The diagram shown in Figure 2: CWG Exercise Execution gives an outline a CWG exercise. 

[image: ]

Figure 2 CWG Exercise Execution

Each team in the CWG exercise have responsibilities. These are the responsibilities for each team: 

Control (Green) Team Responsibilities in CWG Step 2 Exercise Execution:

· Lead the mission execution including pre-mission activities, mission execution phases, and post-mission activities

· Capture the events / actions of each team

· Ensure participants are not sidetracked or bogged down on one point such that the exercise continues to flow

· Keep each team within the bounds that have been set by their perspective missions, ROEs, and scenarios

· Adjudicate any questions or issues that arise 

· Ensure Operational Forces and Cyber Opposition Forces teams are completing data products in the time allotted for each day of the exercise 

Operational (Blue) Team Responsibilities in CWG Step 2 Exercise Execution:

· Develop overall mission execution plan in response to the mission orders provide by the Control team  (The use of standardized mission briefing templates like those used by at the Air Warfare Center should be leveraged to best approximate mission planning and execution)

· Develop a briefing that documents how operators would step through the functions, interactions, communications, systems, and procedures for:

· Mission Planning

· Mission Execution

· Pre-mission and post-mission maintenance both scheduled and unscheduled

Cyber Opposition Forces (Red) Team Responsibilities in CWG Step 2 Exercise Execution:

· Assess potential threat vectors and cyber-attack methods applicable to each Cybersecurity Mission Order

· Step through an illustrative example of a cybersecurity kill chain  

Task 1: Exercise Kick-off

The Exercise kick-off begins with a set of briefings that cover the purpose, goals, and objectives of the CWG exercise given to both the Operational (Blue) and the Cyber Opposition Force (Red) Teams.  The briefings give the Exercise description, sequence of events, exercise objectives, deliverables, and desired end state.  The Roles of Engagements (ROEs) internal to each team and between the teams is explained and agreed upon by the participants.   The “to-be” capabilities briefing and information about the system(s) of interest will be provided to ensure participants have the same level of understanding of the future capabilities of the system(s) of interest.

The Blue and Red teams will be separated into two different rooms to work independently to achieve their given tasks by the Green Team. The Green team will brief the Air Force mission order along with the mission scenario to the Blue team, and brief the intelligence information about potential enemy cyber force capabilities to the Red team. The intelligence briefing could include a briefing about cyber capabilities of potential adversaries. 

Operational Team (What is their purpose and role in Task 1):

The Operational Team is instructed to come up with a course of action of how they will execute their mission.  They will out brief their mission plan during the independent analysis (Task 2) to the Control Team.  The Operational Team objective is to baseline the Tactics, Techniques, and Procedures (TTPs) for employing the system(s) of interest in executing their mission order under the ROEs and within the mission scenario context. The explanation of the operational mission plan will support the Cyber Opposition Team’s development of countermeasures to that mission.  The brief that the Operational Team develops should provide a basic visualization and description of the mission plan along with the sequence of actions, interfaces, and data flow that happen from pre-mission planning and maintenance to post-mission debriefs (See Figure 3 – Boundary Diagram Example).

[image: ]

Figure 3 Boundary Diagram Example

Cyber Offensive Force Team (What is their purpose and role in Task 1): 

The Cyber Opposition Team is instructed to review the cyber reconnaissance briefing and material.   They will work to characterize the potential cyber-attack surfaces and vulnerability pathways from the reconnaissance information. System interfaces collectively contribute to the overall attack surface. The attack surface may be defined as the system’s exposure to reachable and exploitable vulnerabilities; in other words, any connection, data exchange, service, removable media, etc., may expose the system to potential threat access (See Figure 4).   

[image: ]

Figure 4 Avionics Wheel of Access

They will make a general assessment of potential threat vectors and recommend different classes of attack vectors allowed within their ROEs.  The team will start to consider attack methods that can be applied within the context of the operational mission (including planned and unplanned maintenance activities) and the mission scenario.  The Cyber Opposition team will present this overview of the paths information traverses (voice, chat, data, sensors, video, etc.) and the personnel and systems involved at different phases of the mission that will be the focus of later discussion. 

Control Team (What is their purpose and role in Task 1):    

At the end of Task 1 the Control Team summarizes the day and previews the task ahead with the participants.  The Control Team meets with the team leaders to assess the progress of each team, address any gaps or open questions that could not be resolved by the participants, review the notes, and prepare clarification questions and areas of discovery to follow up on.  

Task 2: Independent Analysis

In Task 2, the Operational and Cyber Opposition teams continuing to work independently as needed.  Once ready, the Operational and Cyber Opposition Teams will brief out their Mission plan details to each other and to the Control Team.

At the conclusion of the briefings, the Operational and Cyber Opposition Teams will work together as one team for the remainder of the Exercise.

Cyber Offensive Force and Operational Teams (What are their purposes and roles in Task 2):

The Cyber Opposition Team will be given Cyber Offensive Mission #1. A short period of time will be given for the Cyber Opposition team to organize their cyber mission.  They will traverse through the boundary diagram analyzing each external interface then lead the discussion explaining each broad class of attack vectors they could use to execute their offensive mission, what the specific goal of the attack on the target system would be, what assumptions they make about the attack process, and when within the Operational Team’s mission the attack could be executed.

The Operational Team responds by leading the discussion about the mission consequences and workarounds that would mitigate the effects of the attacks presented.   This is a highly interactive period of time with a lot of back and forth between the two teams (See Figure 5).  

[image: ]

Figure 5 Prototype of Cybersecurity Kill Chain

As the Cyber Opposition Team learns what cyber effects can be easily overcome, which ones have little or no mission consequence, and which ones have the highest impact their attack methods and plans will evolve.  As the Operational Team learns the Cyber Opposition Teams’ attack process, assumptions, and system effects goals, they will better assess what such successful attacks will mean for mission accomplishment.  The two teams working together will have a better chance collectively assess the attacks likelihood of success and what their mission effects could be. They collectively assess critical mission areas and what opportunities those provide for a potential opponent. This will be done iteratively for all the attack methods and variants for each Cyber Offensive Mission assigned.  Data is captured by the minute’s scribes for later incorporation into the analysis spreadsheet that was developed before the exercise.

Control Team (What is their purpose and role in Task 2):

At the end of task 2, the Control Team summarizes the day and preview the task ahead with the participants.  The Control team meets with the team leaders to assess the progress of the each team, address any gaps or open questions that could not be resolved by the participants, review the notes, and prepare clarification questions and areas of discovery to follow up.     

Task 3: Combined Scenario Review

The combined team will continue discussions and assessments. The Cyber Opposition Team missions until all missions, attack vectors and variants are addressed.  The Control Team, facilitators, and note takers will meet at the end of Day 3 to review notes and deliverables. Preparations continue for post CWG Exercise analysis.

Exit Criteria:

The CWG Exercise is considered successfully completed when the Operational and Cyber Opposition teams have done the following.

· Provided their respective initial findings and information to the Control team

· The minutes scribes have collected sufficient data  to be transferred to the CWG analysis spreadsheet

· The Control Team has ensured that raw data collected sufficiently captures mission and technical impact of cyber effects for analysis post-Exercise

· Notes, electronic media, and artifacts are collected and stored according to the data handling plan

2.3 [bookmark: _Toc456866706][bookmark: _Toc452040899] Post Exercise Analysis and Reporting 

Entry Criteria:

· The analysis will begin once all data is captured and CWG analysis spreadsheet populated

· The Control Team will ensure the notes, drawings, and comments are organized, combined, refined and transferred to electronic media.   

· The Control Team will work with the minutes scribes and facilitators to fill in the gaps in the CWG analysis spreadsheet  from the Operational and Cyber Force Opposition team input 

· Operational and Cyber Opposition Teams have sufficient time to review the documented material

· To verify the information captures the discussion 

· To help fill in any gaps in notes or the mission’s processes

CWG Analysis:

The products for the CWG are built incrementally.  The post exercise analysis will be conducted by the Control Team with assistance from the facilitators and minute scribes along with a small set of selected CWG players from the Operational and Cyber Force Offensive Teams.  The CWG analysis spreadsheet template provides the structure for organizing the notes, applying the data collected during the CWG, and focusing analysis discussion and decision.  The analysis team begins with the assumption that each attack is viable and therefore will be executed. The analysis team will work on prioritization of the viable attack paths. The analysis should consider the entire attack path (from attack entry point to attack target) to determine the likelihood that each attack would result in the expected outcome and how much impact that outcome would have on the AF operational mission. 

CWG Reporting: 

During reporting, the control team will work with the analysis team to document prioritization of viable attack paths. Prioritization may be based on the following:

· Information found in AAR, data flow diagram, mission thread, DoDAF, PPP, and any other supporting documents.

· CWG control and analysis team inputs. 

· Controls (Compliant vs Non-Compliant)

· Mission Criticality/Vulnerability Severity Values 

· Means/Opportunity Values 

· Risk Assessment 

· Develop Risk Analysis Report

· Develop POA&M

After documentation, the result need to be presented to the SCA/AO. The SCA/AO will give their feedback regarding the area of concerns, recommend follow on analysis and testing, and approve to proceed to phase 2 of the process. 

Exit Criteria:

· CWG Analysis spreadsheet is completed. 

· Prioritize Attack Paths of the target system(s) is defined and documented.

· Follow on analysis and testing recommendations are developed. 






[bookmark: _Toc456866707]Appendix A: Abbreviations and Acronyms

		Abbreviation

		Term



		AAR

		Architecture Analysis Report



		AO

		Authorizing Official



		APAM

		Attack Path Analysis Module



		BT

		Blue Team (CWG Exercise Operational Force Team)



		CAPRE

		Common Aircraft Portable Reprogramming Equipment



		CONOPS

		Concept of Operation



		CPD

		Capabilities Production Document 



		CWG

		Cyber Table Top Exercise



		DoDAF

		Department of Defense Architecture Framework



		DOT&E

		Director of Operational Test and Evaluation



		DT

		Developmental Test



		DT&E

		Developmental Test and Evaluation



		EMFACT&R

		Engineering Methodology for Assessing Cyber Threats and Risks to DoD Weapon Systems



		FoS

		Family of Systems



		GT

		Green Team (CWG Exercise Control Team)



		IFF

		Identification, Friend or Foe



		Intel

		Intelligence



		JMPS

		Joint Mission Planning System



		LRU

		Line Replaceable Unit 



		MLV

		Memory Loader Verifier 



		OFP

		Operational Flight Program



		OT

		Operational Test



		OV-1

		Operational View (High Level Operational Concept Graphic)



		PPP

		Program Protection Plan



		ROE

		Rules of Engagement



		RT

		Red Team (CWG Exercise Cyber Offensive Force Team) 



		SCA

		Security Control Assessor



		SME

		Subject Matter Expert



		SoS

		Systems of Systems



		TEMP

		Test and Evaluation Master Plan
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1. Cyber Table Top Guide Book by NAVAIR

2. Cyber Exercise Playbook by MITRE 





Step 1: Exercise Preparation





  Form Control Team (Green), Define Analysis Teams: Offensive (Red) & Operational (Blue)











Step 2: Exercise Execution





  Task 1: Kickoff with Overview, Architecture, and Intel Briefing





  Task 3: Combined Scenario Review





Step 3: Post Exercise Analysis & Reporting





  Prioritize Viable Attack Paths based on Likelihood & Impact





  Document Justification of both High/Low Priority Attack Paths











  Develop, Gather & Validate Documents: Boundary Diagram, External Interfaces, Architecture, CONOPS & Intel





  Define Exercise Mission Scenarios & Cyber Attack Goals, Provide Documents, Agenda, Plan & Goals





  Task 2: Independent Team Analysis





  Identify Priority Attack Paths for DT&E/DOT&E Vulnerability Assessment





  Present Results to SCA/AO
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CYBERSECURITY STRATEGY TEMPLATE



		

CYBERSECURITY STRATEGY

for 

<<NAME>>



Date of last update: 24 April 2020

ACAT/BCAT XX

Classification Level: UNCLASSIFIED/FOUO



1. Introduction: (3 pages)  



1. Executive Summary 



Authors: <<names>>

Contributors:  <<names>>



Describe the program’s Cybersecurity Strategy in summary, including authors and contributors.



1. Program Information

Acquisition Category (ACAT/BCAT): <<ACAT>> <<BCAT>>

Acquisition Phase: <<phase>>

Next Milestone/ATP/Decision Point: <<decision type>>

Next Milestone ATP/Decision Point Date: <<estimated date>>



Identify the Acquisition Category (ACAT/BCAT) of the program.  Identify current acquisition life-cycle phase and next milestone decision and date.



Include a graphic representation of the program's schedule.



1. System Description  



Include or reference a high-level overview of the specific system being acquired. 



Include or reference a graphic (block diagram) that shows the major elements/subsystems that make up the system or service being acquired, and how they fit together.



Describe or reference the system's function, and summarize significant information exchange requirements and interfaces with other IT or systems, as well as primary databases supported.



Identify the primary network(s) to which the system will be connected (e.g. NIPRNET, SIPRNET, JWICS, etc.). 



Include a description or graphic defining the system’s authorization boundary.



1. Registration 



DITPR ID: <<registration number>>

ITIPS ID: <<registration number>>

eMASS ID: <<registration number>>



Include the Information Technology Investment Portfolio Suite (ITIPS) registration number; the DoD Information Technology Portfolio Repository (DITPR) registration number; and the Enterprise Mission Assurance Support Service (eMASS) or alternative (ex. Xacta) registration number as applicable.



1. Sources of Cybersecurity Requirements (2 pages) 



1. System Categorization



ITCSC IT Type: <<DoD IT Type>>

NSS: <<Yes/No>>

ITIPS N78 Complete: <<Yes/No>>

ITCSC C-I-A: << Confidentiality, Integrity, Availability impact values >>



In ITCSC IT Type field:  Characterize the system as to type of DoD information technology system (AIS application, enclave, or outsourced IT-based process), or as a Platform IT System as noted in Information Technology (IT) Categorization and Selection Checklist (ITCSC) or similar resource.



If the system is a National Security System, state such and indicate question N78 has been answered in ITIPS.



List the overall confidentiality, integrity, and availability impact values (low, moderate, or high): for the information types processed, stored or transmitted by the information or Platform IT (PIT) system (IS) as specified in the applicable capabilities document, or as determined by the system User Representative on behalf of the information owner, in accordance with DoDI 8510.01, enclosure. For example [M,M,L]

 

If the system architecture includes multiple segments with differing impact level combinations, include a table listing all segments and their associated impact level designations, as well as a brief rationale for the segmentation. 

 

1. Initial Control Selection 

Identify the applicable sets of security controls from DoDI 8510.01 and overlays that will be implemented.



A listing of individual controls is not required if electronic review via eMASS is available





1. Cryptographic certification

List any planned incorporation of cryptographic items into the system being acquired, and address any acquisition or testing impacts stemming from the associated certification of the items by NSA or NIST prior to connection or incorporation.



1. ICD/CDD/CPD specified requirements

List any specific cybersecurity requirements identified in the approved governing capability documents (e.g. Initial Capabilities Document, Capability Development Document or Capability Production Document).



1. Other requirements

List any cybersecurity requirements specified by other authority (i.e. Component mandated, COMSEC, Cross-Domain).  



1.  Cybersecurity Approach (high level) 



1. Management Approach (2 pages)

0. Stakeholder Communication Documentation: Describe methods and periodicity of communication between program and AO/AODR, including the communication of risks and changes affecting risk posture. 



Describe how the program will plan for stakeholder input (e.g. Integrated Product Teams (IPT), working groups) and plan for assembly, dissemination, and coordination of required documentation including documentation of cybersecurity risks. Describe the process for AO (or designee) review of the Cybersecurity Strategies



0. Acquisition of Cybersecurity Capabilities and Support: 

Describe the methods to incorporate cybersecurity requirements in contracting, specifically regarding contractor functions.  



Include contractor responsibilities, if any.  Describe how cybersecurity requirements for full life cycle of the system (including costs associated with RMF) are included and visible in the overall program budget.  



Include a statement of the adequacy of the cybersecurity budget relative to requirements. 



0. System Assessment and Authorization:

1. Current approach

Describe your current approach to attaining authorization for your system.

 

List whether an automated tool (e.g. eMASS/Xacta) is being used. List key role assignments. 



Describe authorization boundary.



Include milestones and schedule information with expected outcomes. 



Normally, it is expected that an ATO will be issued prior to operational test and evaluation.



1. Transition to Risk Management Framework (RMF) (if applicable)

Describe your intent to transition to the RMF to comply with the DoD scheduled transition. 



Include milestones and schedule information with expected outcomes. 



If your current approach (above) is the RMF for DoD IT, please list, “Transition In progress” or “Transition Complete.”  



1. Evolutionary Acquisition Approach

If the program is pursuing an evolutionary acquisition approach, describe how each increment will be subjected to the RMF.



If the RMF has started, identify significant activity completed, and whether an ATO or IATT was issued.



If the system being acquired will process, store, or distribute Sensitive Compartmented Information, compliance with Intelligence Community Directive (ICD) 503 "Intelligence Community Information Technology Systems Security Risk Management” is required, and the risk management process should be addressed. Do not include reiterations of the generic descriptions of the RMF.



1.  Technical Approach (5 pages)

1. System Design and Architecture:

Describe the high-level plan to integrate cybersecurity into system architecture and design;



Discuss the processes for identifying and applying overlays, for identifying which controls will be inherited, and for any other initial tailoring activities, including stakeholder involvement and any supporting analysis.



1. Requirements Traceability:  

Describe process and mechanism that will be used to ensure requirements will trace to controls throughout the system lifecycle.



 Describe how baselines (functional, allocated, and product) will be traced to security controls throughout the lifecycle. 



Describe how cybersecurity developmental T&E and operational T&E requirements trace to test plans (e.g. Test and Evaluation Master Plan, Security Assessment Plan). 





1. Risk Assessments: 

Describe plan for periodic RMF risk assessments (including periodicity, stakeholders, and methodology); 



Describe how they will be integrated with other risk assessment activities, including TSN Analysis (including criticality analysis), programmatic risk assessments, and operational testing.



1. External Connections:

Discuss the external connections of the system and the approach for protection provided.



Include discussion of vulnerabilities introduced by external systems or infrastructure and their interfaces. 



Include dependencies on other external systems and interfaces to/with those systems, and their authorization status. 



1. Inherited Protection:  

List functions that will be inherited from other sources.



1. Protections provided by external system or infrastructure: 

List any protection to be provided by external systems or infrastructure (i.e. inherited control solutions).



1. ARAD Compliance:

Detail the systems ARAD compliance status.  Detail how the system meets the compliance requirements.



1. Cybersecurity Implementation (5 pages)



1. Progress Summary

Use attached progress summary to check-off completed activities.



1. Technical Implementation



3. System Design and Architecture:  

Discuss system security architecture using a technical narrative; or in lieu of a description, provide an illustrative system view of the security architecture. 



Describe high-level deviations from security controls and baselines. 



Describe the impact of those deviations and corresponding mitigations.

 

List status of completion of testing activities and reference testing documentation







3. Requirements Traceability: 

Describe the status of allocation of security functions and their traceability to security controls.  



Include summary of requirements traceability from the detailed performance requirements to engineering approach.



3. TSN Analysis:

             Describe how results of TSN Analysis have informed the implementation of cybersecurity, including design, architecture, engineering changes and other mitigations for the protection of critical functions.



3. RMF Artifacts:  

List status of RMF artifact implementation, e.g., Security Plan, Security Assessment Plan, Security Assessment Report, Risk Assessment Report, Plan of Action and Milestones, Authorization Decision (Security Authorization Package).



3. Other: 

Describe any other technical considerations.



3. Cybersecurity entry and exit criteria: 

Describe method to develop entry/exit criteria for Systems Engineering Technical Review (SETR) events and status of development and approval since last milestone.  



List any criteria that were not met and describe plan to address unmet criteria. 



3. Product Evaluation (e.g. IA/IA enabled products) 

List any planned incorporation of IA products/IA enabled products into the system being acquired, and address any acquisition or testing impacts stemming from compliance with NSTISSP Number 11.



1. Risk Management (5 pages) 



1. Cybersecurity risks

4. System performance risks: 

List and describe any significant outstanding technical cybersecurity risks, and proposed solutions and/or mitigation strategies including technical solutions and/or tactics, techniques, and procedures. 



Discuss the impact of failure to resolve any residual risk in terms of system performance consequences of cybersecurity risk, and mission impact. Discuss communication of risks and impacts to key risk stakeholders.



4. Risks to program cost and schedule:  

List and describe significant risks to cost and schedule of program related to failure to meet cybersecurity requirements. List risks in the program risk register. Include failure to achieve thresholds and objectives in governing documents.



1. Proposed solutions and mitigations 

List actions from previous Cybersecurity Strategy reviews, and timeline to complete. 



Discuss any issues and risks associated with failure to resolve them.



1. Supply Chain Risk Management 

Address supply chain risk management and the impacts to the safety of the system from issues such as hacking or introduction of malicious software/hardware during production as well as Packaging, Handling, Storage, and Transportation (PHS&T)



1. AO/AODR comments

AO/AODR provides comments on cybersecurity risk posture. Include date and approval status of RMF Security Plan and RMF authorization decision (if applicable). 



1. Policy and guidance (Less than a page) 



List the primary policies and guidance employed by the program for preparing and executing the cybersecurity strategy, including the DoD 8500 series, and DoD Component Major Command/Systems Command, or program-specific guidance, as applicable. 



The DoD RMF Knowledge Service (KS) provides an actively maintained list of relevant statutory, Federal/DoD regulatory, and DoD guidance that may be applicable.  



1. Point of Contact(s) (Less than a page)



List responsible POC and other stakeholders including name and contact information for the Program Office individuals responsible for the Cybersecurity Strategy document, PM, AO, and other relevant Cybersecurity Strategy stakeholders (e.g. AODR, Security Control Assessor, Information System Security Manager, Chief Engineer, System Security Engineer). 



 It is suggested that the ISSM (as defined in DoD Instruction 8510.01) be the primary point of contact.



1. Other Considerations (Less than a page) 



Area for additional consideration as appropriate, including special considerations, or alternate process agreements (with stakeholders and any special arrangements). 



Document any agreements with DoD CIO or at the Service-level related to the Cybersecurity Strategy.



1. Acquisition of cybersecurity Capabilities and Support (Less than a page) 



Describe how the program’s acquisition approach is structured to ensure each of the following cybersecurity requirements are included in system performance and technical specifications, RFPs and contracts (as well as other agreements, such as SLAs, MOAs, etc.) early in the acquisition life cycle.



1. System cybersecurity capabilities (COTS or developmental contract):



1. GFE/GFM (external programs):



1.  System cybersecurity capabilities as services (commercial or government):



1.  Information Systems Security Engineering (ISSE) services:



1. Cybersecurity professional support services to the program (less than a page) 



Confirm that program contracts/agreements communicate the requirement for personnel performing cybersecurity roles to be trained and appropriately certified in cybersecurity in accordance with DoD 8570.01-M, Information Assurance Workforce Improvement Program and AFMAN 33-285, Cybersecurity Workforce Improvement Program.  



1. Cybersecurity Shortfalls (less than a page): (Include a classified annex if applicable)



1. Significant cybersecurity shortfalls 

Identify any significant cybersecurity shortfalls, and proposed solutions and/or mitigation strategies. 



Specify the impact of failure to resolve any shortfall in terms of program resources and schedule, inability to achieve threshold performance, and system or warfighter vulnerability.



If applicable, identify any Acquisition Decision Memoranda that cite cybersecurity issues. 



 If no significant issues apply, state “None”.



1. Proposed solutions and/or mitigation strategies

If the solution to an identified short fall lies outside the control of the program office, include a recommendation identifying the organization with the responsibility and authority to address the shortfall.


1. Signatures 



The Cybersecurity strategy will include signatures of the (1) Program Manager and (2) Authorizing Official (or AODR).
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[bookmark: CS_Strategy_Progress_Summary_FINAL_11102]CYBERSECURITY STRATEGY PROGRESS SUMMARY



Activities listed in the progress summary below are not intended to be a comprehensive checklist for all required cybersecurity activities to be performed within a program. How and when cybersecurity activities are implemented should be tailored to meet the requirements and needs of each program. The Cybersecurity Strategy Outline and Progress Summary will be used together as a basis for cognizant CIO review and assessment. Information in this list should be represented in your Cybersecurity Strategy. Page # and paragraph where the information is located is mandatory.

  

		Cybersecurity Integration Activity

		YES

		NO

		Reference

		Page # and paragraph in CSS/ Comments 



		Materiel Development Decision (MDD)

		

		

		DoDI 5000.02

		



		Information Systems Security Manager (ISSM) appointed and qualifications of system security engineer(s) ensured

		

		

		DoDI 8510.01

		



		Security Plan initiated

		

		

		DoDI 8510.01; See RMF Knowledge Service for template

		



		System categorized (identify potential impact levels due to the loss of confidentiality, integrity, and availability) to support Initial Capabilities Document (ICD) development

		

		

		DoDI 8510.01; CNSSI 1253

		



		ISSM and System Security Engineer (SSE) assessed cybersecurity risk per criteria in Analysis of Alternatives (AoA) study plan and cybersecurity capability requirements from the ICD

		

		

		DoDI 5000.02

		



		Sponsor and Joint Staff developed preferred cybersecurity risk solutions

		

		

		DoDI 5000.02

		



		Chief Engineer (CE), ISSM, User Representative (UR), Sponsor, CIO and SSE identified applicable cybersecurity enterprise architectures in the system conceptual design

		

		

		DoDI 8510.01; DoDI 5000.02

		



		Security control baseline and overlays selected and tailoring begun

		

		

		DoDI 8510.01; CNSSI 1253

		



		CE and SSE ensured that the initial security controls baseline traces to the preliminary system performance specifications that comprise the preliminary functional baseline

		

		

		DoDI 8510.01

		



		Initial Trusted Systems and Networks (TSN) Analysis conducted: CE and SSE conducted TSN Analysis focused at mission level, including Criticality Analysis (CA) to identify critical functions, Threat Assessment (TA), Vulnerability Assessment (VA), TSN Risk Assessment, and countermeasure selection

		

		

		DoDI 5200.44; DoDI 5000.02

		



		Initial Cybersecurity Risk Assessment completed: CE and ISSM conducted cybersecurity risk assessment using the mission context as described in the ICD with consideration of likelihood of attack, as well as results from the TSN Risk Assessment

		

		

		DoDI 8510.01

		



		Alternative Systems Review (ASR); best practice but not required

		

		

		DoDI 5000.2 (DAG Chapter 4)

		



		Sponsor briefed Joint Staff (JS) Functional Capabilities Board (FCB); AO/AODR informed; JROC provided informed advice to the MDA

		

		

		CJCSI 3170.01H, JCIDS, and JCIDS Manual

		



		Cybersecurity capability requirements documented and security controls planned to meet those requirements

		

		

		DoDI 8510.01

		



		System-level continuous monitoring strategy developed

		

		

		DoDI 8510.01

		



		Cybersecurity Integration Activity

		YES

		NO

		Reference

		Page # and paragraph in CSS/ Comments 



		System registered

		

		

		DoDI 8510.01

		



		Security Plan approved by AO/AODR

		

		

		DoDI 8510.01

		



		Continuous Monitoring Strategy approved by AO/AODR

		

		

		DoDI 8510.01

		



		Cybersecurity Strategy submitted to AO

		

		

		DoDI 5000.02

		



		Milestone A

		

		

		Reference: DoDI 5000.02

		



		Milestone A Exit Criteria Approved

		

		

		DoDI 5000.02

		



		Derived cybersecurity system-level requirements refined

		

		

		CJCSI 3170.01H; DoDI 5000.02

(DAG Chapter 4)

		



		Derived cybersecurity requirements refined and coordinated among the system’s Program Protection Plan (PPP), Cybersecurity Strategy, Security Plan, and specifications for the technical solution in preparation for the SRR

		

		

		DoDI 8510.01

DoDI 5000.02

		



		TSN analysis updated and focused on system-level functions, including CA to identify critical functions, TA, VA, TSN Risk Assessment, and countermeasure selection (in coordination with SCA and AO/AODR)

		

		

		DoDI 5200.44

DoDI 5000.02

		



		Cybersecurity risk assessment updated (Threat, Vulnerability, Likelihood, and Impact), including results from the TSN analysis

		

		

		DoDI 8510.01

		



		System Requirements Review (SRR)

		

		

		DoDI 5000.2 (DAG Chapter 4)

		



		System specifications refined by translating and deriving cybersecurity specifications from the system’s cybersecurity capability requirements (both explicitly specified and implicitly derived)

		

		

		CJCSI 3170.01H; DoDI 5000.02

(DAG Chapter 4)

		



		System Functional Review (SFR)

		

		

		DoDI 5000.2 (DAG Chapter 4)

		



		System functional baseline evaluated to satisfy the draft CDD’s cybersecurity requirements; functional requirements and verification methods support achievement of performance requirements in the SFR; and that functional requirements and verification methods support the initial EMD RFP development

		

		

		CJCSI 3170.01H

		



		Test and Evaluation Master Plan (TEMP) aligned with the Security Assessment Plan (SEP), Systems Engineering Plan (SEP), PPP, Cybersecurity Strategy, System Threat Assessment Report (STAR), and Acquisition Strategy

		

		

		DoDI 5000.02

		



		SCA developed the SAP. SAP aligned with the TEMP, SEP, PPP, Cybersecurity Strategy, and Acquisition Strategy

		

		

		DoDI 8510.01

		



		SEP and PPP updated and aligned with the TEMP, SAP, and Acquisition Strategy

		

		

		DoDI 5000.02

		



		EMD RFP developed including cybersecurity language, and acquisition strategy updated and aligned with the TEMP, SAP, and SEP

		

		

		DoDI 5000.02

		



		Developmental RFP Release

		

		

		Reference: DoDI 5000.02

		



		Allocated baseline defined (including cybersecurity considerations)

		

		

		DoDI 5000.02

		



		Cybersecurity Integration Activity

		YES

		NO

		Reference

		



		Preliminary Design Review (PDR)

		

		

		DoDI 5000.02

		



		Cybersecurity Strategy submitted to AO

		

		

		DoDI 5000.02

		



		Milestone B – Security Plan and Cybersecurity Strategy submitted to CIO

		

		

		Reference: DoDI 5000.02

		



		Milestone B Exit Criteria Approved

		

		

		DoDI 5000.02

		



		Cybersecurity requirements mapped and allocated to the hardware and software design for the system as part of the overall system development process to support test and evaluation planning

		

		

		DoDI 5000.02

		



		Attack surface characterized and assessment begun for cybersecurity planning and performing component and system integration testing

		

		

		DoDI 5000.2 (DAG Chapter 9)

		



		Critical Design Review (CDR) entrance criteria met for cybersecurity baseline design and all cybersecurity requirements reflected in the product baseline including the design

		

		

		DoDI 5000.02 (DAG Chapter 4)

		



		CDR

		

		

		DoDI 5000.02

		



		TSN analysis updated and focused on system-level functions, including CA to identify critical functions, TA, VA, TSN Risk Assessment, and countermeasure selection (in coordination with SCA and AO/AODR)

		

		

		DoDI 5200.44

DoDI 5000.02

		



		Cybersecurity risk assessment updated (Threat, Vulnerability, Likelihood, and Impact), including results from the TSN analysis

		

		

		DoDI 8510.01

		



		Vulnerability analysis conducted and testing performed to evaluate the system’s cybersecurity in a mission context using realistic threat exploitation techniques

		

		

		DoDI 5000.02

		



		Developmental test and evaluation (DT&E) events conducted to demonstrate system maturity and readiness to begin production and preparedness for operational test and evaluation and/or deployment and sustainment activities; coordinated with SCA; AO/AODR, DT&E, and OT&E staff.

		

		

		DoDI 8510.01

		



		Interim Authorization to Test (IATT) issued (If necessary)

		

		

		DoDI 5000.2 (DAG Chapter 9)

		



		DT&E assessment prepared as input to Milestone C Decision

		

		

		DoDI 5000.02

		



		Cybersecurity-derived requirements implemented and verified in the hardware and software design for transition to the development and manufacturing environment

		

		

		DoDI 5000.02(DAG Chapter 4)

		



		Functional Configuration Audit (FCA)

		

		

		DoDI 5000.2 (DAG Chapter 4)

		



		System Verification Review (SVR)

		

		

		DoDI 5000.2 (DAG Chapter 4)

		



		Production Readiness Review (PRR)

		

		

		DoDI 5000.2 (DAG Chapter 4)

		



		Security controls assessed

		

		

		DoDI 8510.01

		



		SCA prepared the Security Assessment Report (SAR)

		

		

		DoDI 8510.01

		



		Initial remediation actions conducted

		

		

		DoDI 8510.01

		



		RMF Plan of Action and Milestones (POA&M) prepared

		

		

		DoDI 8510.01

		



		Security Authorization Package assembled (Security Plan, SAR, & POA&M)

		

		

		DoDI 8510.01

		



		Cybersecurity Strategy submitted to AO

		

		

		DoDI 5000.02

		



		Cybersecurity Integration Activity

		YES

		NO

		Reference

		Page # and paragraph in CSS/ Comments 



		Milestone C

		

		

		Reference: DoDI 5000.02

		



		Milestone C Exit Criteria Approved

		

		

		DoDI 5000.02

		



		Network connection approval package submitted

		

		

		DoDI 8510.01

		



		Cybersecurity risk assessment updated for deficiencies/weaknesses

		

		

		DoDI 8510.01

		



		Cybersecurity risk assessment results documented with corrective actions in the RMF POA&M

		

		

		DoDI 8510.01

		



		AO/AODR provided with an updated risk assessment, if cybersecurity risk increases after IOT&E, to determine if reauthorization is necessary

		

		

		DoDI 8510.01

		



		TSN analysis updated and focused on system-level functions, including CA to identify critical functions, TA, VA, TSN Risk Assessment, and countermeasure selection (in coordination with SCA and AO/AODR)

		

		

		DoDI 5200.44

DoDI 5000.02

		



		Any deficiencies addressed prior to the Full-Rate Production (FRP) or Full Deployment Decision (FDD)

		

		

		DoDI 5000.02

		



		CS activities included in Lifecycle Sustainment Plan (LCSP)

		

		

		DoDI 5000.02

		



		Physical Configuration Audit (PCA)

		

		

		DoDI 5000.02 (DAG Chapter 4)

		



		FRP or FDD – Security Plan and Cybersecurity Strategy submitted to CIO

		

		

		Reference: DoDI 5000.02

		



		FRP/FDD Exit Criteria Approved

		

		

		DoDI 5000.02

		



		System-level Continuous Monitoring Plan (developed in MS A) and annual review cycle implemented

		

		

		DoDI 8510.01

		



		LCSP, Security Plan, POA&M, PPP, and Cybersecurity Strategy updated based on evolving cybersecurity threats and required corrective actions, while the program is in sustainment

		

		

		DoDI 5000.02

		



		Maintain all cybersecurity requirements included in the Security Plan. Supporting activities may include:

· Implement Information Assurance Vulnerability Alerts (IAVAs)

· Apply software patches and updates

· Update and maintain anti-virus/HIDS signatures

· Apply Warning Orders and Operation Orders

· Update or replace hardware

· Apply firmware updates

· Reauthorization as needed per the DoD RMF for IT requirements

· Maintain local site infrastructure, facility, physical, and procedural security requirements

		

		

		DoDI 8510.01; See RMF KS for

template

		



		TSN analysis updated and focused on system-level functions, including CA to identify critical functions, TA, VA, TSN Risk Assessment, and countermeasure selection (in coordination with SCA and AO/AODR)

		

		

		DoDI 5200.44

DoDI 5000.02

		



		Cybersecurity risk assessment updated (Threat, Vulnerability, Likelihood, and Impact), including results from the TSN analysis;

		

		

		DoDI 8510.01
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[DATE]
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		Cybersecurity Integration Activity

		YES

		NO

		Reference

		Page # and paragraph in CSS/

Comments 



		In-Service Review (ISR) Additional ISRs during O&S until decommissioning are typically critical for systems that change frequently, such as commercial- off-the-shelf and software-intensive systems

		

		

		DoDI 5000.02 (DAG Chapter 4)

		



		After sustainment, disposal phase implemented. A risk assessment for decommissioned systems should be conducted and the appropriate steps taken to ensure that residual classified, sensitive or privacy information is not exposed.

		

		

		DoDI 5000.02

		



		For systems inheriting controls from a decommissioned system, ensured “disinherited” controls are implemented elsewhere

		

		

		DoDI 8510.01

		







Legend:



AO	Authorizing Official

AOA	Analysis of Alternatives

AODR	Authorizing Official Designated Representative 

CDT	Chief Developmental Tester

CE	Chief Engineer/Lead Systems Engineer

CIO	DoD CIO or Component CIO

DIA	Defense Intelligence Agency

D/SI	Developer or System Integrator

IO	Information Owner

ISSM	Information System Security Manager

JROC	Joint Requirements Oversight Council

MDA	Milestone Decision Authority

OTA	Operational Test Agency

POA&M	Plan of Actions and Milestones 

PM	Program Manager

SCA	Security Control Assessor

SOW	Statement of Work

Sponsor	Requirements Sponsor, Functional Sponsor or Mission Owner 

SSE	Security System Engineer

UR	User Representative
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		System Object				Attack 
(Goal and Mission Timeline)				Engineering Analysis		Cyber Concerns						Justification 

												Impact (I1 - I5)		Likelihood (L1 - L5)		Potential Risk (H,M,L)



		Data Flows		Data Flow 1		C

						I

						A

				Data Flow 2		C

						I

						A

				Data Flow N		C

						I

						A

		Data Stores		Data Store 1		C

						I

						A

				Data Store N		C

						I

						A

		Processes		Process 1		C

						I

						A

				Process N		C

						I

						A

		System Users		User 1		C

						I

						A

				User N		C

						I

						A

		External Entities 		External Entity 1 		C

						I

						A

				External Entity N		C

						I

						A
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4 August 2017 


 


GUIDANCE AND OUTLINE FOR NON ACAT/BCAT I CYBERSECURITY STRATEGY 
 


1. The purpose of this document is to provide an outline and high level guidance for AF Information 


Technology (IT) investments on the expectations of the Cybersecurity Strategy (CSS) as 


required by: Clinger-Cohen Act (40 U.S.C. Subtitle III) in the 2001 NDAA §811(P.L. 106-398); 


DoDI 5000.02 – Operation of the Defense Acquisition System; DoDI 5000.75 – Business Systems 
Requirements and Acquisition; and AFMAN 17-1402 – Air Force Clinger-Cohen Act (CCA) 


Compliance Guide.  This revision is focused on the need for a streamlined approval process that 


levies the expertise and approving authority of AF appointed Authorization Officials (AOs) as 


well as the need to provide a more succinct CSS template for non Acquisition Category (ACAT)/ 


Business Category (BCAT) I programs. 


 


2. One of the primary purposes of CCA is to provide a framework for the role of the Chief 


Information Officer (CIO) in federal agencies and how the CIO should be involved in IT 


investments/acquisitions that support an agency’s mission. (The term investment is used here to 


identify an AF activity related to the acquisition, procurement, development, management, 


operation, or closure of IT.  Investment is used in the broadest sense, i.e. to include programs, 


projects, systems, business systems, family of systems, system of systems, Platform IT, Platform 


IT Systems, and any other expenditures for IT or IT-related activities).  As the CSS directly 


support CCA compliance, the approved CSS must be visible by the CIO via Information 


Technology Investment Portfolio Suite (ITIPS) prior to CIO granting CCA, element 9, approval. 


 


3. The PM submits the CSS for review and approval by the AO/Authorizing Official Designated 


Representative (AODR) at Milestone (MS) A; and updates and re-submits for review and approval 


at development request for proposal release decision, MS B, MS C, and Full Rate Production 


(FRP)/ Full Deployment Decision (FDD).  For ACAT ID, IAM, IAC and BCAT I programs, DoD 


CIO is the approval authority and the process for ACAT/BCAT I programs should be followed.  


All ACAT/BCAT I programs should continue to follow the processes in AFMAN 17-1402, as well 


as the DoD Memorandum 2015 – Outline and Guidance for Acquisition Programs’ Cybersecurity 


Strategies.  Defense business systems submits the CSS for review and approval by the AO/AODR 


prior to Authority to Proceed decisions or development contract awards. Just as with ACAT I, the 


DoD CIO is the final approving authority for BCAT I programs. 


 


4. The Program Manager (PM) develops the CSS as early as possible, and continually updates and 


maintains it to mature at a rate commensurate with that of the program.  The CSS will be more 


detailed as the program matures.  The attached CSS template should reduce the authoring time 


required by the Program Management Office (PMO) while providing sufficient information for 


the review and approval process to be completed by the AO. 


 


5. PMs (to include PMs of BCAT programs) should ensure that an Information System Security 


Manager and Information System Security Engineer are assigned early in the process and be 


aware of responsibilities IAW DoDI 5000.02, specifically Enclosure 14.   
 


6. For additional guidance on content, resources, and references refer to AFMAN 17-402. 
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AF Cybersecurity Strategy Condensed Version 


(for non ACAT/BCAT I Programs) 


 
[IT Investment] Cybersecurity Strategy 


Date of last update: 


Classification Level of IT:  [ie, Unclassified, Classified, FOUO, Secret, TS, SAP, JWICS, etc] 


eMASS Number/Name:   


ITIPS Number: 


ACAT/BCAT Level: 


Upcoming Milestone or Contract Award and Date:  


 
I. Introduction   


A. Executive Summary – Provide an IT description.  Describe the system being acquired and its 


intended operational environment, major system functions, subsystems, etc.   If this is not a new 


system provide a description of IT capability modernization or modification.  Include appropriate 


operational views, system views, and/or technical views if available to highlight the IT 


configuration change. 


B. Program Information – List the current phase of the acquisition lifecycle, system type 


determination (e.g. Information System, Platform IT (PIT) System) 


 


II. Authorization Status 


A. Authorizing Official Boundary: 


B. Status of Authorization Type (interim authorization to test, authorization to operate, assess only):  


C. Authorization Issue Date (actual or planned): 


D. Authorization Expiration Date (if Authorization has been issued): 


E. Authorizations to Connect (ATC) (if needed): 


F. Provide Authorization Boundary view: 


 


III. Management Approach 


A. Acquisition of Cybersecurity Capabilities and Support – Describe methods to incorporate 


cybersecurity requirements in contracting, specifically regarding contractor functions. 


B. Communication Plan with AO/AODR - Describe method and periodicity of communication 


with Authorizing Official (AO)/Authorizing Official Designated Representatives (AODR)/Security 


Control Assessor (SCA)/Security Control Assessor Representative (SCAR).  List meeting dates 


and decision dates, if known.  If there are multiple AOs outline the plan to cross AO activity and 


receive multiple concurrences/approvals. 


C. Supply Chain Risk Management (SCRM) - Discuss as it impacts safety of the system from 


hacking or introduction of malicious software/hardware during production as well as Packaging, 


Handling, Storage, and Transport (PHS&T).  If not applicable or it is discussed / addressed in 


another document, state it in the Cybersecurity Strategy (CSS); this ensures that it isn’t 


overlooked.   


D. Continuous Monitoring - As referenced in DoDI 8510.01, a monitoring strategy needs to be 


developed for the continuous monitoring of the effectiveness of security controls employed within 


or inherited by the system.  System-Level Continuous monitoring strategy should be discussed in 


detail.  Who is developing, timeframe, etc.  The CSS must include the plan for annual assessments 
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of a subset of implemented security controls, and the level of independence required of the 


assessor (e.g., Information System Security Manager or SCA). The breadth, depth, and rigor of 


these annual assessments should be reflective of the security categorization of the system and 


threats to the system. The SCA should be integral to the development of this strategy. 


 


IV. Risk Management Framework (RMF) Implementation  


A. RMF Process - Describe process to implement the RMF, including identification of security 


controls, cybersecurity testing, risk assessment, development/approval of RMF artifacts, and 


related interactions with the AO/AODR/SCA/SCAR. 


B. Describe the process used to determine the categorization of the system - Describe who or 


what specific body approved or provided oversight of the categorization process.  Confirm that IT 


categorization determination letter has been uploaded in Information Technology Investment 


Portfolio Suite (ITIPS) (or available upon request). 


C. RMF Artifacts – List status of RMF artifacts, if drafted and/or approved. 


 


V.  Technical Approach 


A. Does the system use a Cross Domain Solution? If yes, provide the Defense IA Security 


Accreditation Working Group (DSAWG) approval date and provide the Cross Domain Solution 


Approval memo upon request. 


B. Authentication – Describe how users and privileged user authenticate? 


C. External Connections -- Discuss the external connections of the system and the 


approach for protection provided. Include discussion of vulnerabilities introduced by external 


systems or infrastructure and their interfaces. Include dependencies on other external systems 


and interfaces to/with those systems, and their authorization status 


 


VI. Risk to program cost and schedule - List and describe significant risks to cost and schedule of 


program related to failure to meet cybersecurity requirements. Include failure to achieve 


thresholds and objectives in governing documents. 


 


VII. AO/AODR Comments – Provide comments on cybersecurity risk posture 


 


VIII. Point of Contacts – List responsible POC and other stakeholders including name and contact 


information 


 


IX. Signature Page - Include a signature page containing all individuals who have reviewed and 


approved the Cybersecurity Strategy, including the PM and AO  
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(Insert name of process)

Change Management Plan 

1) Overview

a) Define the change:  What does this process do, or how does it change how the process is accomplished.

b) Desired Effect: What is the desired effect of this change management plan?


c) Measures for success:  How to know that the Change Mgt Plan is successful.  (Example, the annual AFLCMC/OZT Standard Process assessment numbers show the process adds value or is successful, or process compliance metrics show in green for six consecutive months)  

d) Barriers to implementation:  Define risks to implementation of standard process.

2) Change Management Approach

a) Stakeholder(s) Identification:  Use SIPOC and insert stakeholders here, ensure subsequent elements of the the training and resistance management are targeted as appropriate

b) Communication plan:  Proposed communication plan is at Attachment 1.  

c) Training plan:  Define target training audience, key themes, frequency, etc.

d) Resistance management plan:  Define method to overcome or mitigate risks to implementation or natural cultural resistance to change.

3) Plan for Post-Change Assessment

a) Assessment of the desired change effect:  How will you gather the measures for success information the change management delivered as expected?. 


b) Control mechanisms and corrective actions:   How will you counter failures to meet success criteria?  (Example:  I will contact my wing CPI office for assistance closing the performance gaps outlined in the quarterly XYZ process data collection analysis)

Attachments: 

Attachment 1. (Specific Communications Plan)  Note: Communications Vehicle Guide Tab contains potential communications methods to aid development.



[image: image1.emf]Worksheet - 


Communications Plan.xlsx






Stkholder Group Defined


			STAKEHOLDER GROUP			DEFINITION			MAIN CONTACT NAME			Phone			Email			Stakeholder Issues / Concerns			Other Notes


			Insert Appropriate Stakeholders			Further Define Stakeholder Group as appropriate			If there is a hierchial appropriate contact, action officer, or POC			Explanatory			Explanatory			Outline key concerns, issues etc. 


			EXAMPLE:  AFLCMC/XP			Group is comprised of OZI, OZT, OZA, XP, XPZ offices			Amn Example XP Admin			555-5555			amn.explanatory@Nonexistentbase.af.mil			Expect data driven decision making, critical thinking, and modern managerial principles are applied to process execution.			Organization is on CC staff, communication engagements may require traditional staffing documents (soccer, BBP, briefing slides etc.)


			Stakeholder Group 3


			Stakeholder Group 4


			Stakeholder Group 5


			Stakeholder Group 6


			Stakeholder Group 7


			Stakeholder Group 8


			Stakeholder Group 9


			Stakeholder Group 10


			Stakeholder Group 11


			Stakeholder Group 12


			Stakeholder Group 13


			Stakeholder Group 14


			Stakeholder Group 15


			Stakeholder Group 16


			Stakeholder Group 17


			Stakeholder Group 18


			Stakeholder Group 19


			Stakeholder Group 20


			Stakeholder Group 21


			Stakeholder Group 22


			Stakeholder Group 23


			Stakeholder Group 24


			Stakeholder Group 25


			Stakeholder Group 26


			Stakeholder Group 27


			Stakeholder Group 28


			Stakeholder Group 29


			Stakeholder Group 30








Key Communication Milestones


			Date			Event


GERRITSEN, TRAVIS B CIV USAF AFMC AFLCMC/XPT: Significant events (conferences, meetings with stakeholders, etc.) for which a message should be prepared.  Purpose is to tie messages to specific events and/or milestones.			Definition			POC			Email			Phone


			Example
 
XX Jan 2020			AFLCMC Life Cycle Industry Day			AFLCMC Life Cycle Industry Day is a AFLCMC/CC sponsored industry and acquisition meeting where AF Leaders meet and discuss  latest trends.  This process' communicaitons will culminate at this communications forum.			AFLCMC/OZT AMN Example			Amn.example@nonexistant.us.af.mil			555-5555
































Key Messages


			Key Message			Description			Target Audience


Liechty, Melinda: 
See Stakeholder Group list			Delivery Method


Liechty, Melinda: 
See Communication Vehicles			Event Date/ Release Date			Messenger			Developer			Prepared by Date			Deliver Date			Reviewer


			Example:  How this process creates the basis for TurboAcquition			LCID unveiling briefing			Industry and Acquisition communities			Breifing			XX Jan 2020			SAF AQ			AFLCMC PKX			X Oct 2019			TBD			AFLCMC/PK, AFLCMC S&P Board, AFLCMC/CC, AFMC/CC, SAF/AQ



			Key Message 2			 			 			 			 			 			 			 			 


			Key Message 3			 			 			 			 			 			 			 			 


			Key Message 4			 			 			 			 			 			 			 			 


			Key Message 5			 			 			 			 			 			 			 			 


			Key Message 6


			Key Message 7


			Key Message 8


			Key Message 9


			Key Message 10


			Key Message 11


			Key Message 12


			Key Message 13


			Key Message 14


			Key Message 15


			Key Message 16


			Key Message 17


			Key Message 18


			Key Message 19


			Key Message 20


			Key Message 21


			Key Message 22


			Key Message 23


			Key Message 24


			Key Message 25


			Key Message 26


			Key Message 27


			Key Message 28


			Key Message 29


			Key Message 30























































































































































































































Communication Vehicle Guide


						Current 
Communication Media			Frequency			Tone and Level of Detail			Content/Purpose			Target audience


GERRITSEN, TRAVIS B CIV USAF AFMC AFLCMC/XPT: Identify the segment of the population targeted by the communication (specific organization, specific groups of people/stakeholders, individuals, etc.)
			Advantages			Disadvantages			Comments						Zuständigkeiten


						One-way-media: Print


						Electronic Message System			As needed			Detailed information to 			Overall update on progress			Targeted audience - depends on message.			High frequency			Difficulty to get the right tone.  Unclear if message absorbed by intended audience.									Konzernbereich Unternehmenskommunikation


						Posters			As needed			Serious to funny			Attain attention, create awareness			Place in selected work areas to attract attention of target audience.			Possibilities to create project-team series			Requires maintenance			Visual Information


						Personal letters/Mailings			As needed			More formal			Open			Open			Standardized letter for selected audiences, mainly read			Time-intensive; costly. 			Mass mailings to selected audiences						Vorstand


						Base Newspapers			Scheduled			Formal			News, dates, meetings			Open			High credibility, absolute top-down communication, leadership action			Readership of newspapers hits small percentage of workforce.			To place very important news, mainly read; announce and explain project-team results leading to strategic decisions


						Memorandums			As needed			Formal			Announcements, comments			Open			Message seen as "official". 			Impersonal, not widely read.


						Questionnaires			As needed			Formal to less formal			Assess culture, opinion, feedback, change ability			Open			Allows for collection of measurable feedback.			Low return rate; has to be adapted to local culture. 			Possibility to give more info on project in cover letter.  May require approval to implement. Requires significant planning to ensure survey is designed appropriately.


						One-way-media: Electronic


						Newsletters			2-12 times per year			News / explanation of major events			Announcement			Targeted workforce - depends on newsletter			Available for all employees; read at all levels			Unclear if message absorbed by intended audience.									Abt. Für Öffentlichkeitsarbeit


						Director/Commander Email message			As needed			Formal			Announcement of intent, status, expectations, etc.			Entire workforce			Message is sent unobstructed to all affected.			Unclear if message absorbed by intended audience.


						JIT Training			As needed			Explanatory			Create awareness, educate			Targeted segment(s) of workforce; Managers/others as necessary			Provide uniform instruction and direction. Can use pictures, video and text to convey message. 			Difficulty to get the right tone.  Unclear if message absorbed by intended audience.


						Podcast			As needed			Serious to funny			Create awareness, educate			Targeted segment(s) of workforce; Managers/others as necessary			Provide uniform instruction and direction. Can use pictures, video and text to convey message. 			Unclear if message absorbed by intended audience.


						One-way-media: Person-to-person


						Speeches, presentations/briefings			As needed			Serious to funny			Can address large segments of workforce.  Can invite targeted segments of audience or specific stakeholder groups.			Targeted segment(s) of workforce; Managers/others as necessary			Speaker able to set correct tone with audience.  Follow-up Q & A session possible.			Unclear if message absorbed by intended audience.			Customizable. Tailor presentation to the specific audience.  Can implement via video teleconference and record for future viewing.						Individuell


						Two-way-media: Print


						Staff Packages			As needed			Formal			Gain approval/coordination of specific tasks/actions			Senior Staff/Leaders			Follows protocol for decisions and coordination			Can take excessive time for all leadership involved to fully coordinate. Can lose meaning as message gets further away from content owner.			SSS and e-SSS are standard means of gaining coordination of and approval of high level documents/communications


						Two-way-media: Electronic


						Video Teleconferencing (VTC)/DCO			As needed			Serious to funny			Open			Stakeholders and organizations located at multiple locations. 			Visually supported communication. May reach larger audiences at multiple locations.			Technical difficulties / network bandwidth constraints. Familiarity of system(s) by personnel.			Requires well structured agenda and moderation to be efficient. Important to practice prior to actual event.


						Teleconference			Ongoing			Formal			Fast exchange of info.  
Team meetings. Action Item reviews. Other information sharing opportunities to broad spectrum of employees			Open			Available for all stakeholders; ability for all to participate. Can convey message quickly.  			Difficult to engage all participants. Many participants distracted by other work at desk/computer. Audience size / makeup may discourage participation. 


						SharePoint			Daily			Formal			Share wide variety of message content (documents, FAQ, training information, etc.) with multiple stakeholders. 			AF internal employees (can be customized to specific segments of AF population). 			Accessible medium, customizable to audience. Visually supported communication. 			Technical difficulties / network bandwidth constraints. Familiarity of system(s) by personnel.  Unclear if message absorbed by intended audience.			Widely used medium.  Important to manage data and maintain currency of information. 


						Two-way-media: Person-to-person


						Seminars, Trainings			As needed			Serious to funny			Can address affected segments of workforce.  Can invite targeted segments of audience or specific stakeholder groups.			Targeted segment(s) of workforce; Managers/others as necessary			Speaker able to set correct tone with audience.  Follow-up Q & A session possible.			Can be costly. Requires significant pre-planning and facility coordination.			Some training is poorly received; value and benefit in eyes of receiver (perception based); planning and execution together with tranining team.						Zentraler Servicebereich Personal


						Focus Groups/IPTs/RIE			As needed			Formal			Smaller groups of people / stakeholders. 			Specific stakeholders for intended message (i.e., subject matter experts)			Allows for detailed discussion			May require multiple sessions to address all stakeholder groups.			Topics to be determined by teams; not necessarily included in communications planning.


						Division/Branch Staff Meeting			As needed			Serious to funny			Supervisor shares information for all team members 			All Division/Branch employees			Employees receive message directly from 1st line supervisor. Message is more personal than other group settings.  			Reliant on enthusiasm, or lack thereof, of 1st line supervisor.  Can lose meaning as message gets further away from content owner. Unclear if message absorbed by intended audience.			Announce news of special interest to organization; discuss and answer questions of employees.  Good way to ensure the message gets to lowest levels. 


						1st Level Supervisor Discussion with individual employees			As needed			Formal			Supervisor shares information with each team member individually. 			Individual employees / affected stakeholders			Employees receive message directly from 1st line supervisor. Most personal method to receive message. Supervisor can solicit feedback from employee without exposing employee's concerns to others.			Reliant on enthusiasm, or lack thereof, of 1st line supervisor.  Can lose meaning as message gets further away from content owner. 			Announce news of special interest to organization; discuss and answer questions of employees.  Good way to ensure the message gets to lowest levels. 
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APPENDIX 2 – Acronym Listing 

Acronym Definition 

AAF Adaptive Acquisition Framework 

ACAT Acquisition Category 

AFLCMC Air Force Life Cycle Management Center 

AT Anti-Tamper 

ATEA Anti-Tamper Executive Agent 

CAE Component Acquisition Executive 

CC Critical Components 

CCA Clinger-Cohen Act   

CFT Cyber Focus Team 

CICC Cyber Incident Coordination Cell 

CIO Chief Information Officer 

CONOPS Concept of Operations 

CPI Critical Program Information 

CRM Comments Resolution Matrix 

CROWS Cyber Resiliency Office for Weapon Systems 

CSS Cybersecurity Strategy 

DAE Defense Acquisition Executive  

DAU Defense Acquisition University 

DASD(SE) Deputy Assistant Secretary of Defense for Systems Engineering 

DBS Defense Business Systems 

IAW In Accordance With 

IP Information Protection 

ISP Information Support Plan 

MDA Milestone Decision Authority 

MDAP Major Defense Acquisition Program 

MS Milestone 

NIST National Institute of Standards and Technology 

OSD Office of the Secretary of Defense 

PEO Program Executive Officer 

PM Program Manager 

PPP Program Protection Plan or Planning (within context or section) 

RFP Request for Proposal 

RMF Risk Management Framework 

SCRM Supply Chain Risk Management 

SE Systems Engineering 

SETR Systems Engineering Technical Review 

SSE Systems Security Engineering 

TSN  Trusted Systems and Networks 

WBS  Work Breakdown Structure 
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